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ABSTRACT

This study introduces a generative imputation model lever-
) aging graph attention networks and tabular diffusion models for
completing missing parametric data in engineering designs. This
] model functions as an Al design co-pilot, providing multiple de-
sign options for incomplete designs, which we demonstrate using
I(E'Ihe bicycle design CAD dataset. Through comparative evalua-
tions, we demonstrate that our model significantly outperforms
~ existing classical methods, such as MissForest, hotDeck, PPCA,
) and tabular generative method TabCSDI in both the accuracy
w— and diversity of imputation options. Generative modeling also
enables a broader exploration of design possibilities, thereby
— enhancing design decision-making by allowing engineers to ex-
= plore a variety of design completions. The graph model com-
bines GNNs with the structural information contained in assem-
O) bly graphs, enabling the model to understand and predict the
< complex interdependencies between different design parameters.
1 The graph model helps accurately capture and impute complex
(O parametric interdependencies from an assembly graph, which is
key for design problems. By learning from an existing dataset
N of designs, the imputation capability allows the model to act as
an intelligent assistant that autocompletes CAD designs based on
> user-defined partial parametric design, effectively bridging the
gap between ideation and realization. The proposed work pro-
vides a pathway to not only facilitate informed design decisions

a but also promote creative exploration in design.

un 2024

Keywords: Diffusion Models, Graph Neural Networks, Al De-
sign Copilot, Data Imputation

1. INTRODUCTION

The advent of generative models has ushered in a transfor-
mative era in engineering design, offering many opportunities for
automation, customization, and efficiency. Despite their poten-
tial, these models predominantly focus on generating new samples
from the ground up, overlooking their application in addressing
incomplete or missing data—a frequent scenario in engineering.
Given the complex dependency of engineering designs on each

*Corresponding author: {zhourui, faez} @mit.edu

parameter, missing data significantly hampers the generation of
effective designs. To bridge this gap, our study introduces an in-
novative approach employing diffusion models and Graph Neural
Networks (GNN), combined with assembly graphs for feature en-
coding. This work not only aims to redefine how missing data is
interpreted and completed in the context of engineering designs
but also views generative imputation tasks as a design recom-
mendation system, where a user with an incomplete design gets
multiple recommendations on how to complete the design.

Assembly graphs, which detail the hierarchical and spatial
relationships among various components of a design, provide a
rich source of structural information that is typically underutilized
in traditional imputation methods. By embedding this structural
insight into a GNN framework, our model captures the nuanced
interdependencies between design parameters, offering a more
refined and contextually aware approach to data imputation.

Traditional imputation techniques often fall short in these
scenarios [1], either oversimplifying the complexity of the design
parameters or failing to account for their interrelated nature. As
shown in Figure 3, our GNN-based model addresses these short-
comings, leveraging the detailed guidance provided by assembly
graphs to inform its predictions and fill in the gaps with a level of
precision previously unattainable.

Beyond its immediate utility in completing parameter sets,
the model’s integration into a larger generative design framework
marks a pivotal advancement. It enables the model to function as
acopilot in the design process, where it not only fills in missing in-
formation but also suggests design alterations and improvements
based on the comprehensive understanding it has of the design
space. This capability transforms the model from a passive tool
into an active participant in the design process, opening up new
avenues for collaborative design between human engineers and
Al systems.

This research paper contributes to the field of engineering
design and generative modeling with the following contributions:

1. Innovative Diffusion Model Architecture: We present an
innovative diffusion model architecture that explicitly incor-
porates parameter hierarchy through assembly graphs. This
approach is novel in its consideration of the structural and
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relational intricacies of design components, leading to more
accurate imputation of missing parametric data. This ar-
chitecture’s efficacy is demonstrated through its application
to tabular data, showcasing its versatility and potential for
broader applications beyond the specific case of bike CAD
generation.

2. Comparative Performance Evaluation: Through exten-
sive comparative evaluations against three classical impu-
tation methods, our model exhibits enhanced performance
in terms of both accuracy and diversity of generated design
options. Further, by comparing against a state-of-the-art dif-
fusion imputation model, we show that the ability to encode
information represented by the assembly graphs increase the
diffusion model’s performance significantly.

3. Generative Imputation for Design Recommendations:
We reimagine generative imputation task as a means for pro-
viding design recommendations. By using bike CAD design
as a practical example, we demonstrate how our model acts
as an Al design copilot, offering diverse design completions
based on incomplete parametric input for both continuous
and categorical variables.

1.1 Related Work

The following sections delve into the evolution of data im-
putation methods, starting from classical statistical techniques
to the advent of deep learning approaches, highlighting their re-
spective contributions and limitations in addressing missing data
challenges.

1.1.1 Classical Imputation Methods. Classical statistical
techniques, such as mean or median imputation and regression-
based imputation, have been popular methods for data imputation
tasks. While mean/median imputation offers simplicity, it often
introduces bias and fails to capture the underlying data complex-
ity [2]. Since the advent of machine learning, researchers have

sought to use classical machine learning methods to achieve bet-
ter results. For example, regression-based imputation, utilizes
relationships between variables to predict missing values [3].
However, it may not adequately handle non-linearities or com-
plex interactions between features. Earlier works focus on using
classical machine learning methods. For example, Troyanskaya
et al. employ a K-Nearest Neighbors (KNN) approach using
similar instances [4], offering a more nuanced approach to impu-
tation. Stekhoven et al. use Random Forests and decision trees
to address non-linearities and feature interactions effectively in
[5]. In [6], Mazumder et al. use Matrix Factorization techniques
to learn latent feature representations to handle missing data in
matrices. However, these classical approaches often work better
in low dimensional spaces, and assume that data is missing at
random, which may not always hold true, especially in complex
datasets.

1.1.2 Deep Learning Based Imputation Methods. The in-
tegration of deep learning into the field of data imputation has
marked a pivotal shift toward addressing the complex and nuanced
nature of missing data. Unlike traditional statistical methods that
often rely on assumptions about data distribution or the relation-
ships between variables, deep learning approaches leverage the
ability to model data distributions in high-dimensional spaces,
enabling the capture of intricate patterns and dependencies that
are not immediately apparent. More advanced methods, such
as Generative Adversarial Networks (GANSs) [7] and Variational
Autoencoders (VAEs) [8], have been shown to introduce sig-
nificant improvements for data imputation tasks. For example,
Multiple imputation using denoising autoencoders (MIDA) [9]
utilizes denoising autoencoders to learn robust data representa-
tions through training on corrupted data, facilitating the accurate
reconstruction of missing entries. In [10], Chen et al. introduced
a novel approach for traffic flow imputation that leverages paral-
lel data and Generative Adversarial Networks (GANs). Another
case is the GAIN model introduced in [11], Yoon et al. utilize
a GAN architecture to significantly improve the performance of



imputation tasks. In [12], Fortuin et al. introduce imputation
of missing values in multivariate time series data, leveraging a
deep probabilistic approach with Gaussian processes within a
VAE framework. Further, in the design domain, many works
have utilized deep learning-based methods to handle complex
design tasks. For example, In [13], Zhu et al. utilized pre-trained
transformers to create bio-inspired designs. In [14], Raina et al.
designed a novel learning-based architecture for learning from
human designers. Regenwetter et al. used an AutoML approach
for structural performance analysis of bike frames and Song et al.
designed an architecture allowing multimodal learning for con-
ceptual design evaluations in [15]. However, there are very few
works on data imputation for engineering design problems, where
the model needs to consider both design information and engi-
neering information. Our work addresses this gap by reimagining
data imputation as a design recommendation system, focusing on
the unique challenges of part-assembly hierarchies in engineering
designs. We enhance a state-of-the-art diffusion model to specifi-
cally cater to these challenges, aiming to provide a more intuitive
and effective solution for engineering design imputation.
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FIGURE 2: DIAGRAM SHOWS TABCSDI'S MODEL ARCHITEC-
TURE.

1.1.3 Diffusion and Graph-based Imputation Methods.
The introduction of diffusion models in [16] has brought ex-
citing new possibilities to the data imputation field. This has
been exemplified by [17], where Tashiro et al. introduced Con-
ditional Score-based Diffusion models for Imputation (CSDI),
an approach for probabilistic time series imputation that lever-
ages score-based diffusion models conditioned on observed data,
significantly enhancing imputation accuracy in healthcare and
environmental datasets. The authors show that this method not
only outperforms existing probabilistic and deterministic impu-
tation techniques by a substantial margin but also demonstrates
its versatility in applications such as time series interpolation and
probabilistic forecasting. As an improvement to the CSDI model,
Zheng and Charoenphakdee introduced Conditional Score-based
Diffusion Models for Tabular data (TabCSDI) in [18]. We show
TabCSDI’s architecture in Figure 2. TabCSDI uses a feature en-
coder and position encoder to encode tabular data and then uses a
diffusion model to impute the missing data. It effectively handles
both categorical and numerical variables through innovative en-
coding techniques, and demonstrates superior performance over
existing methods on benchmark datasets, highlighting the poten-

tial of diffusion models in addressing the challenges of tabular
data imputation.

Another significant innovation is the introduction of Graph

Neural Networks (GNNs) in [19] and Graph Convolutional Net-
works (GCNs) in [20]. It opens new opportunities for many
domains, especially in engineering design, where graphs can
represent relationships between different items or parameters.
GNNs have also been used for data imputation, for example, in
[21], Spinelli et al. introduced an approach to missing data im-
putation using adversarially-trained GCNs, formulating the task
within a graph-denoising autoencoder framework. Their method,
which leverages the similarity between data patterns encoded as
graph edges, demonstrates superior performance over traditional
imputation methods across various datasets, showcasing the po-
tential of GCNs in enhancing the accuracy and robustness of
missing data imputation. Furthermore, You et al. (2020) intro-
duced GRAPE in [22], a graph-based framework for addressing
missing data through graph representation learning, where data
observations and features are conceptualized as nodes in a bi-
partite graph. This innovative approach, which applies Graph
Neural Networks for both feature imputation and label prediction,
demonstrates significant improvements over traditional methods,
offering a promising new direction for handling missing data in
machine learning tasks. Further, new GNN architectures intro-
duce new ooportunies for improving the performance of existing
models. For example, in [23], Velickovic et al. introduced Graph
Attention Networks (GAT) that utilize self-attention mechanisms
to overcome the shortcomings of traditional GNNs. To further
improve the performance, [24] introduced the next generation
of GATs named GATv2, which has dynamic attention mecha-
nisms and is more expressive that GATs. However, graph neural
networks have not been combined with diffusion models for data
imputation tasks, nor have they been applied to engineering prob-
lems for data imputation.
In this work, we seek to combine the advantages of both diffusion
models generative modeling capabilities and GCNs relationship
modeling capabilities to achieve higher performance for com-
plex engineering design tasks. Specifically, we are interested in
enabling the use case where the model can act as an Al agent
that autocompletes the engineering design with the prompting of
partial parametric information.

2. METHODOLOGY
2.1 Problem Formulation

Specifically, we are interested in the problem of generating
the completed parametric product assembly design (e.g., a bicy-
cle) conditioned on the partial parametric information defined by
the user.
Specifically, we are interested in the following problem: We de-
note a complete parametric design for a product assembly as
Xeompiete = {x1:p} € RP, where D is the total number of fea-
tures for a complete product assembly design in parametric design
form. Thus, we represent a partial parametric design for a product
as Xparrial = {x1.0} € (RU @)P, where each x; can be either
missing, categorical, or numerical. If x; is categorical, then its
valid ranges are c1, .., cc, where ¢; denotes the categories and C
is the total number of categories for this feature. Thus, our goal
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FIGURE 3: OVERVIEW OF OUR MODEL.

is to find Fautocomplete : Xpartial - Xfulla where Fautocomplete
is our model. Further, we note that the diversity in the autocom-
pleted designs is also extremely important to realize the goal of an
engineering design copilot that can autocomplete partial designs.
Thus, we are interested in finding:

)]

where M, the set of missing features, is denoted by M = {m; €
Xpartial : m; = @}, and O, the set of observed or defined parame-
ters, is denoted by O = {0; € Xparrial : 0i € R}. To measure the
performance of the task, we are interested in three main aspects:

Pmissing|0bserved = P(mla . 0Mm € M|0]7 .., 00 € 0)7

1. Accuracy for numerical features: Following TabCSDI in[18]
and CSDI in [17], we use Root Mean Square Error (RMSE)
to measure the models’ performance on numerical features.
That is, for numerical features, we calculate the RMSE as
follows:

>

T
S -y)?

/j
M;

2

)

RMSE(Xtest) =

Niest P
where N;e; is the number of test samples, M; is the number
of missing numerical features for sample 7, )El] is the models’
imputation prediction for missing feature j of sample 7, and
y{ is the dataset value for missing feature j of sample i,
which we use as the reference target design for this testings
sample.

Accuracy for categorical features: To compare the model
performance in imputing categorical features, we use Error
Rates [18]. That is, for categorical features, we use:

Err(Xies) =
N, M;
l l test 1] . . (3)
— 1[%] #y7],
Ntest Mi i=1 jZl ! !

, where N, is the number of test samples, M; is the number
of missing categorical features for sample 7, and 1 is an
indicator function. y{ is the dataset value for missing feature
j of sample i, which we use as the reference target design
for this testings sample.

Diversity: Unlike other imputation tasks, design recommen-
dation by an Al design copilot necessitates that the set of
designs obtained by a generative imputation model are di-
verse. Hence, we add a third metric—diversity—to compare
different imputation models. Specifically, we use three met-
rics to measure the performance of the models: (a) Diversity
Score to measure coverage, and (b) KL-Divergence of Gen-
erated Features’ Distributions when compared to those of
the dataset to measure representativeness [25]. Specifically,
we measure the Diversity Score as Follows:

Diversity(X;es:) =
Niest M;

Z maxizi (Sk,j — S1.7)%

i=1 j=1

I 1

Ntest Mi

4)

, where [ and k are the index of the samples obtained by
the generative model and Sy ; and S, ; are the k-th and
jl-th sampled value for missing feature j. The Diversity
Score finds the average maximum distance between missing
features. In our problem, we set the number of samples to
50 to balance evaluation speed and evaluation accuracy.

Interpreting metrics for generative data imputation: Eval-
uating the performance of generative data imputation models
involves a nuanced understanding of the data’s conditional dis-
tributions. For instance, consider two scenarios where different
attributes are missing: the length of the top tube in one and
the color of the bike in another. The length of the top tube is
constrained by specific geometrical principles, implying a single
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correct value that maintains the integrity of the bike’s structure.
On the other hand, the color of the bike, being an attribute with no
technical constraints, can vary widely, allowing for a multitude of
correct possibilities. In such a context, for the first scenario, an
imputation model’s success is measured by its accuracy and its
ability to converge on the singular correct value, reflecting low
diversity. Conversely, for the bike’s color, the model’s ability to
offer a wide range of plausible options indicates success, show-
ing high diversity even if individual predictions vary widely. This
illustrates that not all missing features are created equal; some
will have tightly constrained correct values, while others will
naturally allow for greater variation. Thus, when calculating the
diversity score in our problem, we only consider features that have
a mean correlation value that is greater than the median among
all features of the dataset. Therefore, we adopt a comprehensive
approach in reporting our findings, acknowledging the diverse
nature of data and the varying benchmarks for what constitutes
good performance in generative data imputation.

2.2 Overall Pipeline

Our methodology introduces a new pipeline to tackle missing
parametric data in engineering design. It consists of five steps that
combine Graph Neural Networks (GNNs) with advanced machine
learning for accurate data imputation and visualization. Initially,
(1) the pipeline accepts partial parametric design and an assembly
graph, utilizing these inputs to construct a detailed graph that ac-
curately describes the features and their interdependencies within
the design. Following this, (2) it employs feature and positional
tokenizers from TabCSDI to translate the parametric and spatial
information into a tokenized format. The third step, (3) involves
the application of cross-modal attention to fuse the multimodal
conditional embeddings derived from the graph, alongside the
outputs of the feature and positional tokenizers. Subsequently,
(4) a diffusion-based denoising model is utilized to accurately
impute the missing features. Finally, (5) the pipeline forwards
the now-complete parametric design to a CAD rendering engine,
which generates an image of the fully realized design that can be
shown to an end-user. This end-to-end process not only addresses
the imputation of incomplete data but also facilitates the gener-
ation of accurate and detailed engineering designs, bridging the
gap between partial information and complete design realization.

2.3 Construction of Graphs

We use an abridged version of the BIKED dataset [26] for
this work, where each bike is represented by 221 features. We
categorize these features into 11 distinct components, as outlined
in Table 1. This classification forms the foundation for defining
the assembly graph, visually represented in Figure 4, which de-
lineates the structural and relational framework of the bike com-
ponents. Utilizing this predefined assembly graph, we then sys-
tematically construct feature-specific graphs for each data input.
These graphs serve as the input to the GCN, enabling context-
aware encoding of the features based on their interconnections
and the overall design architecture. This approach ensures that
the GCN is informed by a detailed understanding of the bike’s
structure, facilitating accurate feature imputation and encoding
within the pipeline.

2.4 Assembly Graph Encoding with GCNs

Here, node features within the graph are constituted by the
concatenated features of each component. Furthermore, for fea-
tures that are missing and to be imputed, we set their values to
0 to preserve the same feature sizes. An edge is established be-
tween nodes if their corresponding components are physically
connected or interact within the bike’s structure, reflecting the
assembly graph’s delineation of component relationships. This
encoding strategy allows the GCN to process the bike design in
a manner that respects the inherent connectivity and dependency
between different parts. By embedding the assembly graph’s
relational information into the GCN, we enable the network to
accurately capture and encode the complex interplay of bike com-
ponents, facilitating a more nuanced and informed imputation and
subsequent generation process.

2.5 Multimodal Encoding

We draw inspiration from the TabCSDI framework [18] for
the encoding process that models both the features and their
positional context within the design space. To achieve this,
we incorporate a Feature Tokenizer and a Positional Tokenizer.
The Feature Tokenizer employs fully connected layers to process
and encode numerical features, alongside a dedicated embedding
layer designed specifically for the categorical features, ensuring
that each feature type is optimally represented. Concurrently,
the Positional Tokenizer addresses the spatial aspect of the data,
encoding the positional information of features to highlight the
inherent relational context found in tabular data, where features
positioned closely are likely to convey related information. To
fuse the multimodal information, we use a cross-attention mech-
anism. This mechanism fuses the embeddings derived from the
assembly graph with those generated by the Feature and Positional
Tokenizers, effectively integrating the structural, categorical, and
spatial dimensions of the data into a singular multimodal con-
ditional embedding. This integrated embedding captures both
the intrinsic properties and interrelations of features within the
assembly graph.

2.6 Full Parametric Design Generation and Rendering
We feed the multimodal embedding vector—enriched with
assembly graph, feature, and positional embeddings—into a



TABLE 1: CATEGORIZATION OF FEATURES INTO BIKE COMPONENTS

Component Name

Features

Seat Tube Seat tube length, Seat tube extension2, Seat tube diameter, Seatpost setback, Seatpost
LENGTH, Stack, Lower stack height, Upper stack height

Head Tube Head tube upper extension2, Head angle, Head tube lower extension2, Head tube
diameter

Top Tube Top tube rear diameter, Top tube front diameter

Down Tube Down tube front diameter, Down tube rear diameter

Chain Stay CHAINSTAYAUXrearDIAMETER, Chain stay horizontal diameter, Chain stay posi-
tion on BB, Chain stay taper, Chain stay back diameter, Chain stay vertical diameter

Seat Stay Seat stay junction0, Seat stay bottom diameter, SEATSTAY_HF, SEATSTAY_HR,
SEATSTAYTAPERLENGTH

Fork FORKOR, FORKOL

Saddle Saddle P, Saddle thickness, Saddle angle, Saddle J, Saddle H, Saddle E, SADDLETIP-
toMIDDLE, Saddle length

Wheel Wheel width rear, Wheel width front, Wheel diameter front, Wheel diameter rear,
SPOKES composite front, SPOKES front, SPOKES rear, SPOKES composite rear,
ERD rear, ERD front

Handle Road bar reach, Road bar drop, Brake lever position, Bullhorn angle, HBAREXTEND,
Handlebar angle, MtnBar angle, HBARTHETA, Pedal width, Stem angle, Stem length

BB BB textfield, BB length, BB diameter

TABLE 2: COMPARISON WITH DETERMINISTIC MODELS INDICATING PERFORMANCE METRICS, WHERE LOWER IS BETTER (|) AND
HIGHER IS BETTER (7). BOLDFACE DENOTES THE BEST PERFORMANCE IN EACH METRIC.

PPCA HotDeck MissForest

Metric Ours (best)
RMSE | 0.92
Error Rates | 0.18

Diversity Scores T 3.10

1.26 36.99 0.65
N/A 0.66 0.99
0.00 0.00 0.00

diffusion-based denoising model. This model, tasked with au-
tocompletion, generates the missing parameters, leveraging the
diffusion process to ensure both the diversity and accuracy of the
parametric designs. The generated complete parametric design
is then processed through a rendering pipeline, transforming it
into the final design visualized in image format.

3. EXPERIMENT RESULTS
3.1 Dataset

We base our problem on the BIKED Dataset introduced by
Regenwetter et al. in [26], which contains the CAD files and
parametric information of 4500 individually designed bicycles.
We augment the dataset by randomly sampling the valid ranges
for existing features to create an augmented version of the dataset,
resulting in 12,506 samples. We further do a training test split
with a 90-10 ratio. Similar to TabCSDI [18], we randomly mask
out 10% of the features for the model to impute. We create the
testing set by randomly masking out 10% of the features as well.
For overall accuracy metrics such as RMSE and Error Rates,
we report the results on the testing dataset which has 10% of
features masked out. For feature-specific studies, we report the
results by only masking out the specific feature being studied.
For repeatability, we generate 50 samples for each test case.

In our study, we benchmark our models against state-of-the-
art diffusion model TabCSDI [18] as well as popular classical

models, such as MissForest [5], hotDeck [27], and PPCA [28].
We divide the comparisons into two groups:

1. Comparisons against popular deterministic models: We
show that our model achieves better or comparable results
while generating diverse designs, rather than a fixed design.
Unlike generative models, classical models generate a single
imputed value, which is less useful for design exploration
and recommendation.

2. Comparison of GCN choices against the state-of-the-art gen-
erative model, TabCSDI in [18]: We show that our models
have significantly more accurate design generations than the
state-of-the-art model in tabular data imputation. Through
these two sets of quantitative evaluations, we show that our
model achieves superior performance in both groups and
thus can generate engineering designs that are both diverse
and accurate.

3.2 Comparison with deterministic models

Our model was compared to popular deterministic models,
including MissForest and hotDeck, as well as PPCA. Here we
test the models on the testing dataset with 10% of the features
randomly masked out. The masked-out features are different
for each testing case. We show the results in Table 2. Our
model marked as "Ours (best)" achieves the lowest Error Rates on



TABLE 3: COMPARISONS WITH GENERATIVE MODELS, HIGHLIGHTING PERFORMANCE ACROSS VARIOUS METRICS. LOWER VALUES
ARE BETTER (]), EXCEPT FOR THE DIVERSITY SCORE WHERE HIGHER IS BETTER (). BOLDFACE INDICATES THE BEST PERFORMANCE

IN EACH CATEGORY.

Metric RMSE| R?>] MAE| ErrorRate| Diversity Score |
Ours (GATV?2) 0.916 0.161 0.335 0.184 3.10
Ours (Vanilla GCN) 0.924 0.146  0.349 0.19 2.16
TabCSDI 0.950 0.098 0.36 0.213 1.47

categorical features and comparable RMSE on numerical features
while being able to generate diverse outputs. Our model achieves
a diversity score of 3.10, which indicates our model is able to
generate engineering designs with higher variety while ensuring
accuracy. The comparison revealed that our model not only
achieved better or comparable results in terms of accuracy but also
excelled in producing diverse designs. Unlike the deterministic
models that typically yield a single, fixed output, our approach
enables the generation of multiple design variations from the same
set of initial conditions. This capability is pivotal for engineering
applications where design flexibility and exploration are essential.

3.3 Comparisons with generative models

In a focused comparison with TabCSDI, our model demon-
strated a significant advantage in design generation accuracy. We
further compare the results achieved using different choices of
GCNs. We show the results in Table 3. We show that our models
achieve the lowest values on RMSE, R?, MAE, and Error Rates.
Further, we show that using GATV2 achieves better performance
than using a Vanilla GCN as the graph encoder. This could
be explained by the attention networks providing better model-
ing capabilities for graphs with high-dimensional features. Our
model’s use of Graph Attention Networks informed by assembly
graphs provided a more structured and context-aware approach
to imputation, resulting in designs that more accurately reflect
real-world constraints and specifications.

3.4 Feature Distributions Analysis
In this section, we study the model’s output for two types of
distributions:

1. Overall distributions: We compare the model’s generated
feature’s distributions against those of the dataset, demon-
strating that our model is capable of generating feature dis-
tributions very close to the original one.

2. Conditional Distributions: We study the models generated
features’ distributions for specific bikes. We show that our
model generates accurate conditional features for features of
varying levels of correlations with other features.

3.4.1 Overall Distributions. The first aspect of our analysis
focuses on the overall distributions generated by the model. We
test the models on the testing dataset with 10% of features masked
out and aggregate the generated results by features. Then, we
calculate the KL divergence for specific features by comparing
the generated population and the dataset population. We show
the findings in Figure 5 and Table 4. From Table 4, we can see

= generated
I = dataset

. 1 1
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FIGURE 5: OVERALL DISTRIBUTION STUDY FOR THREE SE-
LECTED FEATURES THAT WERE MISSING—HANDLE BAR STYLE,

SADDLE HEIGHT, AND STEM ANGLE

our model’s generated distributions are much closer to the dataset
distributions for most features as measured by KL Divergence.
From Figure 5, we can conclude the generated distributions are
very close to those of the dataset. The findings indicate that
our model excels in mirroring the dataset’s feature distributions,
showcasing its ability to understand and replicate the general
statistical characteristics of the engineering designs.

3.4.2 Conditional Distributions. Moving beyond the over-
all statistical landscape, we further explore the model’s perfor-
mance in generating features for specific bike configurations, fo-
cusing on conditional distributions. This analysis is crucial for
assessing the model’s precision in tailoring the generated param-
eters to match the unique attributes of individual designs. In our
investigation into the model’s ability to handle features with vary-
ing levels of correlation to other design parameters, we categorize
the features into three distinct groups: strongly correlated, rela-
tively correlated, and weakly correlated. This stratification allows
us to assess the model’s adaptability and accuracy in imputing
values across different relational contexts.

1. Focusing on "Stem Angle," a feature that demonstrates a
strong correlation with other parameters, our analysis, illus-
trated in Figure 6, delves into its distribution for two specific
bike designs. The results indicate that our model not only
accurately generates "Stem Angle" values but also achieves
means closer to the actual data when compared to TabCSDI.
This finding underscores our model’s superior performance
in capturing and reflecting the intricate dependencies that
strongly correlated features have with other aspects of the
design.

2. Relatively Conditional: For features like "Saddle Height,"
which exhibit a moderate level of correlation with other
features, our distribution study is presented in Figure 7. This
analysis aims to explore how our model navigates the middle



TABLE 4: COMPARISON OF KL-DIVERGENCE SCORES FOR DIFFERENT FEATURES ACROSS MODELS. VALUES ARE SCALED BY 10~2 FOR
ENHANCED READABILITY. LOWER SCORES INDICATE BETTER DISTRIBUTION SIMILARITY. BOLDFACE DENOTES THE MODEL ACHIEVING

CLOSER DISTRIBUTION SIMILARITY FOR EACH FEATURE.

Feature Saddle Height Seat Tube Length  Stem Angle Saddle Angle Handlebar Angle
Ours 4.58 0.29 2.14 1.18 2.36
TabCSDI 6.09 0.49 6.80 1.49 1.79

TABLE 5: AVERAGE DISTANCE BETWEEN THE MEAN OF IMPUTED FEATURES AND THAT OF DATASET VALUES ACROSS DIFFERENT
FEATURES, CALCULATED AS THE AVERAGE DISTANCE BETWEEN TWO LINES FOR ALL TESTING CASES IN FIGURES 6 AND 7. BOLD

VALUES DENOTE THE BEST PERFORMANCE.

Metric STEM Angle

Seat Tube Length ~ Saddle Height

Ours 0.49
TabCSDI 0.53
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FIGURE 6: DISTRIBUTION STUDY OF FEATURE STEM ANGLE
FOR TWO RANDOMLY CHOSEN BIKES. DARK RED LINES REPRE-
SENT THE AVERAGE VALUE FOR STEM ANGLE AMONG ALL THE
GENERATED EXAMPLES AND THE DARK BLUE LINES REPRE-
SENT THE DATASET VALUE FOR STEM LENGTH FOR THE TEST-
ING BIKES BEING STUDIED. THE "DIST" NUMBER INDICATES THE
AVERAGE DISTANCE BETWEEN THE DARK RED LINES AND THE
DARK BLUE LINES.

ground of feature interdependencies, where the relationships
are present but not as pronounced. By examining "Saddle
Height," we assess the model’s ability to balance between
correlation influences and independent variability within the
design parameters.

3. Weakly Correlated: For the analysis of weakly correlated
features, we focus on the feature "Water Bottle on Down
Tube" as a representative case. This feature, by nature,
exhibits minimal correlation with other design parameters,
offering an opportunity to evaluate our model’s performance
in scenarios where inter-feature dependencies are negligible.
The results are shown in Figure 8. The findings reveal that
our model adeptly imputes values for this weakly correlated
feature, maintaining fidelity to the original dataset’s distri-
bution.

0.54 0.47
0.65 0.58
Bike 1 Bike 2
ono . | =generated
oon mm| =dataset
"
8 dist=2.08
oc2 dist=40.12

0010 0005
o0 0005

owe{ L dist=23.45"" dist=57.24

0003

TabCSDI

0004
0002

0002

o0 600 800 0 200 400 600 800

© @

FIGURE 7: DISTRIBUTION STUDY OF FEATURE SADDLE HEIGHT
FOR TWO RANDOMLY CHOSEN BIKES. DARK RED LINES REP-
RESENT THE AVERAGE VALUE FOR SADDLE HEIGHT AMONG
ALL THE GENERATED EXAMPLES AND THE DARK BLUE LINES
REPRESENT THE DATASET VALUE FOR SADDLE HEIGHT FOR
THE TESTING BIKES BEING STUDIED. THE "DIST" NUMBER IN-
DICATES THE AVERAGE DISTANCE BETWEEN THE DARK RED
LINES AND THE DARK BLUE LINES.

Further, we study the average distance between mean of imputed
features and that of dataset values to study the model’s perfor-
mance for specific features and compare with TabCSDI in Table
5. We show that our model achieves better results for all three
selected features being studied.

Through this examination, we observed that the model
adeptly generates features that not only align with the specificities
of each bike but also reflect the nuanced conditional dependen-
cies between different design elements. This ability to accurately
impute features under varied conditional contexts demonstrates
the model’s advanced understanding of the complex interrela-
tions within the design parameters, enhancing its applicability in
creating customized and contextually coherent engineering solu-
tions.
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FIGURE 8: DISTRIBUTION STUDY OF FEATURE WATER BOTTLE
ON THE DOWN TUBE FOR TWO RANDOMLY CHOSEN BIKES. THE
DARK BLUE LINES REPRESENT THE DATASET VALUE OF THE
FEATURE FOR THE TESTING BIKES BEING STUDIED.

3.5 Autocomplete Copilot Demonstration

In our results, we delve into the capabilities of our model
as an Al copilot for engineering design, specifically focusing on
its proficiency in autocompleting partial designs with a marked
diversity. This exploration is segmented into three distinct cases,
each highlighting the model’s adeptness in generating varied and
complex solutions for missing components.

3.5.1 Missing wheel. When given designs lacking wheel
components, our model demonstrates remarkable versatility, gen-
erating a spectrum of design recommendations that vary signif-
icantly in wheel characteristics as shown with cases 1 and 2 in
Figure 9. These variations manifest in the number of spokes
within the wheels, distinct differences between front and back
wheel designs, and the thickness of the tire layers. This diversity
in recommended wheel configurations is very important, as it
provides a designer with varied options that they can consider for
completing their design based on factors like personal preference,
overall bike performance, and aesthetics.

3.6 Missing Handle Bar and Saddle

In cases 3 and 4 of Figure 9, we present two scenarios where
all the parameters corresponding to both the handle bar and the
saddle are missing. For the handle bar, the model extends its
generative capabilities to produce a wide array of handlebar de-
signs. This includes diversity in handlebar styles, variations in
brake bar angles, and adjustments in related geometrical config-
urations. Such detailed attention to the handlebar component not
only enhances the functional adaptability of the generated de-
signs but also their ergonomic and aesthetic appeal. Addressing
designs absent of saddles, the model navigates through an exten-
sive design space to introduce variations in saddle shapes. This
capability reflects the ability of the model to propose designs that
cater to different user needs and preferences while maintaining
the integrity of the bike’s design.

4. DISCUSSION AND FUTURE WORK
Our model’s use of Graph Attention Neural networks in-
formed by assembly graphs showcases a novel approach to un-

derstanding and encoding the relationships between parameters
within and across different parts of an assembly design. The suc-
cess in accurately imputing missing data and generating diverse,
realistic designs underscores the potential of deep learning tech-
niques in enhancing design processes. Moreover, the ability to
maintain feature distribution fidelity and respect the conditional
dependencies between features emphasizes the model’s nuanced
understanding of design parameter distribution. One notable as-
pect of our findings is the diffusion model’s capability to generate
designs that are not only accurate but also diverse. This diversity
is particularly valuable in engineering contexts where exploring
a wide range of design possibilities can lead to more innova-
tive solutions. The model’s performance in generating weakly
correlated features also highlights its capacity to produce coher-
ent designs even when explicit relational cues are minimal, a
testament to its ability to understand the design space and how
parameters are distributed in it.

Limitations: While we show the value and efficacy of integrat-
ing generative imputation models with engineering design, this
work is not without its limitations. One primary constraint is
the reliance on large and well-curated datasets for the effective
training of diffusion models. These models necessitate extensive
data to learn the underlying distribution of design parameters
accurately, which might not always be feasible or available in
every engineering domain. Additionally, the necessity to de-
fine an assembly graph beforehand poses another limitation, as
it requires prior knowledge of the product’s structure and rela-
tionships between components. This prerequisite could limit the
model’s applicability in scenarios where such detailed assem-
bly information is not readily accessible or is too complex to be
encoded efficiently. Moreover, while the model demonstrates su-
perior performance in diversity and accuracy, the computational
cost associated with training and utilizing diffusion models for
data imputation is significant, potentially posing challenges for
real-time applications or for use on limited hardware resources.

Future Work: Looking forward to the future, we aim to extend
the capabilities of our model by incorporating real-time feed-
back loops that allow for an interactive exchange between the
designer’s inputs and the model’s outputs. This could create a
more dynamic and responsive design process, enabling the model
to refine its suggestions based on the user’s preferences and feed-
back. Additionally, we plan to broaden the model’s application
beyond bicycle design, exploring its adaptability to other engi-
neering domains such as CAD software, automotive, or aerospace
engineering. This exploration into other areas holds the potential
to enhance the model’s versatility as a comprehensive tool for de-
sign recommendation and completion, catering to a wide range of
engineering challenges and enabling AI’s role as a collaborative
partner in the design process.

5. CONCLUSION

In this paper, we introduced a generative imputation model
for engineering design, leveraging diffusion models and graph at-
tention networks to accurately complete missing parametric data
for design assemblies. Our model stands out by offering a solution
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FIGURE 9: DEMO OF USING OUR MODEL AS AN AUTOCOMPLETE COPILOT THAT GENERATES COMPLETE DESIGNS BASED ON DIFFER-

ENT PARTIAL DESIGNS.

that goes beyond traditional imputation methods, functioning as
an Al design co-pilot that provides multiple viable design options
for incomplete inputs, thereby facilitating a more comprehensive
exploration of design possibilities. Our experimental results high-
light the model’s superior performance, demonstrating its ability
to outperform classical imputation methods and a leading diffu-
sion imputation model in both the accuracy of imputed values
and the diversity of design options generated. Specifically, we
achieved significant improvements in Root Mean Square Error
(RMSE) and Error Rates for imputing missing parameters in bi-
cycle CAD designs, alongside showcasing a marked increase in
the diversity of generated designs, as quantified by our Diversity
Score metric. Furthermore, through a detailed analysis of feature
distributions, we showed that our model can accurately capture
and reproduce the complex interdependencies between different
design parameters, enabling the generation of design options that
are both varied and aligned with real-world design principles.
The findings of this study not only underline the potential of
leveraging advanced machine learning techniques in the realm of
engineering design but also open up new avenues for the appli-
cation of Al as a collaborative tool in the design process. Future
work will explore the extension of this model to other domains of
engineering design, enhancing its capability to act as a versatile
tool for design recommendation and completion across a wider
range of engineering challenges.
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