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ABSTRACT

Computational Fluid Dynamics (CFD) is widely used in dif-
ferent engineering fields, but accurate simulations are dependent
upon proper meshing of the simulation domain. While highly
refined meshes may ensure precision, they come with high com-
putational costs. Similarly, adaptive remeshing techniques re-
quire multiple simulations and come at a great computational
cost. This means that the meshing process is reliant upon expert
knowledge and years of experience. Automating mesh generation
can save significant time and effort and lead to a faster and more
efficient design process. This paper presents a machine learning-
based scheme that utilizes Graph Neural Networks (GNN) and
expert guidance to automatically generate CFD meshes for air-
craft models. In this work, we introduce a new 3D segmentation
algorithm that outperforms two state-of-the-art models, Point-
Net++ and PointMLP, for surface classification. We also present
a novel approach to project predictions from 3D mesh segmen-
tation models to CAD surfaces using the conformal predictions
method, which provides marginal statistical guarantees and ro-
bust uncertainty quantification and handling. We demonstrate
that the addition of conformal predictions effectively enables the
model to avoid under-refinement, hence failure, in CFD meshing
even for weak and less accurate models. Finally, we demon-
strate the efficacy of our approach through a real-world case
study that demonstrates that our automatically generated mesh
is comparable in quality to expert-generated meshes, and en-
ables the solver to converge and produce accurate results. The
code and data for this project is made publicly available at
https://github.com/ahnobari/AutoSurf.

Keywords: CFD, Mesh, Deep Learning, Graph Neural Net-
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1. INTRODUCTION

Computational Fluid Dynamics (CFD) has revolutionized
how engineers analyze fluid flow phenomena, leading to remark-
able advances in engineering applications, including aerospace,
automotive, and environmental engineering. Accurate and reli-
able simulations of fluid flow phenomena can lead to safer and
more efficient designs, reducing the costs of development and
improving overall performance. This can positively impact the
broader society by enhancing energy consumption efficiency, re-
ducing environmental pollution, and improving transportation
safety. Fast CFD simulations may also lead to the advance-
ment of scientific knowledge in fluid dynamics, leading to further
breakthroughs in the field. Faster CFD also enables researchers
to perform high-fidelity CFD simulations rather than relying on
low-fidelity and less accurate simulations, which is often the case
in many computational design approaches for applications such
as aerodynamic design [1-3], turbine design [4], and much more.
However, accurate simulations of fluid flow require a proper rep-
resentation of the geometry and the physics of the problem.

The geometry is usually represented as a discrete set of el-
ements, called a mesh, which defines the computational domain
and discretizes the equations governing the fluid flow. Therefore,
the quality of the mesh has a significant impact on the accuracy
and reliability of the CFD simulations. Meshing is the process of
creating a finite element mesh. The mesh quality directly affects
the accuracy and efficiency of the numerical simulations. While
highly refined meshes may seem like a logical approach to en-
sure precision, this method comes with enormous computational
costs. Ideally, the mesh should have enough resolution to capture
the details of the fluid flow but, at the same time, should be suf-
ficiently coarse to minimize the computational cost. Therefore,
optimal mesh refinements need to be made, typically in a few
critical regions of a structure (e.g., an aircraft’s nosecone) that
impact the fluid flow around it. However, identifying where to
apply refinements to generate a good mesh is an intricate task
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FIGURE 1: EXPERT-GUIDED MESH GENERATION USING GRAPH NEURAL NETWORKS AND CONFORMAL PREDICTIONS

that depends on the specific geometry and flow conditions. This
means that significant time and effort are given to the meshing
process as it is crucial to the success of a simulation. In case of a
poor mesh quality, the entire time-consuming simulation process
needs to be repeated. Consequently, generating good compu-
tational meshes often requires years of experience from CFD
experts. Thus automating the meshing process is of significant
value to the overall CFD process and can save significant time
and effort and lead to a faster and more efficient design process.

Meshing has been an active area of research for several
decades, and a vast number of mesh generation techniques have
been proposed. An automated meshing algorithm must generate
a mesh that satisfies both accuracy and computational efficiency
requirements. In automating mesh generation for CFD, signifi-
cant research has been conducted on adaptive re-meshing meth-
ods [5, 6], where an initial mesh is iteratively refined concurrently
with the solver by tracking errors in the domain and refining the
mesh based on heuristic rules or optimization [5—-11]. However,
these iterative adaptive meshing approaches are often slow and
incur a high computational cost, making these methods often lead
to much longer simulation times which makes them inferior to
expert generated meshes that may not be as optimal as adaptive
ones (maybe slightly over refined) but will lead to a valid solution
in less time.

Despite the progress made in this field, meshing remains a
challenging task, especially when dealing with complex geome-
tries. In recent years deep learning models have shown great
promise in many different domains of engineering design [12].
Substantial works have been proposed for improving iterative
methods such as adaptive re-meshing using deep learning mod-
els [13—15]. However, most of these approaches focus on acceler-
ating adaptive re-meshing and ignore the human experts involved
in the mesh generation process. Our discussions with CFD ex-
perts at the Lincoln Laboratories revealed that, in reality, experts
often use specific heuristics or thumb rules to generate meshes
instead of adaptive meshing, which can be time-consuming. The
rules are specifically handy when the underlying geometries do

not change significantly from one instance to another. Many of
these heuristic rules require a deeper understanding of the geom-
etry of the problem. In this paper, we attempt to accelerate this
expert-guided meshing process.

We present a machine learning-based scheme for automat-
ing the expert-guided mesh generation process for airplane mod-
els, with the aim of achieving expert-level mesh quality (Fig.1).
Our approach utilizes Graph Neural Networks (GNN) to gain a
deeper understanding of geometry and develop heuristic-based
algorithms that automatically generate high-quality meshes. We
begin with rough surface meshes of airplane models generated
by CAD software and use a GNN-based model for mesh segmen-
tation of airplane parts. In the aerospace industry, reliable risk
assessment and uncertainty quantification are essential compo-
nents of design. To address this, we introduce a component to
our approach that utilizes conformal prediction methods [16—18]
to quantify uncertainties associated with our model and provide a
mechanism for risk handling with marginal statistical guarantees.
By enabling designers to set an acceptable risk level, our ap-
proach ensures that the generated mesh is, at worst over-refined,
with under-refinement occurring only at an acceptable level of
risk. The last step of our approach involves projecting the model
predictions onto the CAD surfaces to identify the aircraft’s in-
dividual parts. Expert-guided heuristic rules are then applied to
determine the necessary mesh fidelity and refinements for each
part, which are used to automatically generate CFD meshes for
each aircraft model (figure 1). We also release a new annotated
dataset of aircraft models, which is created by a new augmenting
approach proposed in this paper.

Our research paper provides several significant contributions
to the field, including:

1. Application Impact: We establish an approach for an
expert-guided CFD meshing process for aircraft by com-
bining graph-neural networks based predictions with a rule-
based approach.

2. Method: We introduce a new 3D segmentation algorithm
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that outperforms two state-of-the-art models, PointNet++
and PointMLP, for surface classification.

3. Robust Risk Management: We present a novel approach
to project predictions from 3D mesh segmentation models
to CAD surfaces using the conformal predictions method,
which provides marginal statistical guarantees and robust
uncertainty quantification and handling.

4. Dataset: We provide a dataset of realistic airplane models
with segmentation labels, which can be used to benchmark
future 3D segmentation models.

5. CFD Case Study: Through a real-world case study, we
demonstrate that our automatically generated mesh is com-
parable in quality to expert-generated meshes, and enables
the solver to converge and produce accurate results.

2. BACKGROUND AND RELATED WORKS

Our approach is based on 3D model segmentation where
we take meshes of aircraft models and predict which part of
the aircraft each face in the mesh belongs to. We then map these
predictions to CAD surfaces, which are then used for determining
mesh settings. In this section, we introduce a brief background
on 3D segmentation models and conformal predictions, both of
which play a major role in our work.

2.1 3D Segmentation and Mesh Segmentation

The popularity of deep learning-based methods has led to the
proposal of various learning techniques in the computer vision
and computer graphics communities for 3D shape classification
and segmentation. Although conventional algorithms exist for
this purpose, we will only focus on deep learning-based methods,
as they significantly outperform conventional ones.

There are three primary approaches for 3D shape segmenta-
tion: 1) Voxelizing 3D shapes and using 3D convolutional neural
networks (CNN) to generate 3D semantic segmentation labels,
2) Using point cloud representations and applying point-based
approaches to classify each point in the point cloud, 3) Using a
surface mesh representation of 3D shapes and classifying either
vertices, edges, or faces of the mesh. Our method uses a mesh
representation and classifies the faces of the mesh. Mesh is the
most physically meaningful segmentation, with faces represent-
ing surfaces of the 3D model that would belong to different parts
of an object.

In the following sections, we will briefly discuss the state of
the art in each of the three approaches to shape classification and
highlight some relevant parts of these models that inspired our
method.

2.1.1 CNN Based Methods. One straightforward approach
for using CNNs in mesh segmentation is to leverage rendered
images of 3D objects from different viewpoints and apply exist-
ing CNNss that are highly effective in image processing tasks to
make predictions on such images. Su et al.[19] were pioneers
in this approach, using a multi-view CNN for shape classifica-
tion, but their method could not be easily adapted for semantic
segmentation. Later research developed a more comprehensive

multi-view framework [20] for shape segmentation, where seg-
mentation maps were predicted for each view using CNNs, and the
resulting image-level predictions were projected onto 3D mod-
els by enforcing label consistency using Conditional Random
Fields (CRF) [20].

By converting a three-dimensional shape into a binary voxel
format, it is possible to create a grid representation similar to that
of a two-dimensional image. This approach enables the same
CNN operations used for images to be easily extended to three-
dimensional grids, allowing for a seamless transfer of traditional
image-based techniques to the realm of shapes. Wu et al. [21]
were the first to explore this idea for 3D shapes, and subsequent
works have expanded on this approach [22-26]. However, vol-
umetric representations and image-based methods demand sig-
nificant computational resources and extensive memory usage.
Furthermore, binary voxel representations do not readily map
to more accurate representations of 3D shapes, such as meshes.
Given these limitations, our work departs from image-based and
volumetric representations as well as CNN-based methods.

2.1.2 Point cloud Approaches. Point clouds are acommon
representation method of 3D shapes that can be easily obtained
from various other types of 3D shape representations, leading to
significant research efforts in utilizing point-based deep learning
methods for 3D shape analysis. One of the seminal works in
this area is PointNet [27], which utilizes 1 X 1 convolutions on
point cloud coordinates for 3D shape prediction, as well as in-
troducing the Transformation Network (T-Net) to enable model
invariance to geometric transformations such as rotations and
translations [27]. This concept has proven to enhance learning
generalization and can be applied to most representations using
point/vertex positions, such as point clouds or meshes. Our ap-
proach also employs a variant of T-Net to take advantage of these
benefits.

PointNet++ [28], a follow-up to PointNet, partitions points
into groups to better capture local structures, resulting in signifi-
cant performance improvements [28]. Other approaches incorpo-
rate information from local neighborhoods to perform dynamic
updates by computing the similarity between points based on
their euclidean distance in the feature space [29]. Some models,
such as RSNet [30], sort points and treat them as sequences, us-
ing Recurrent Neural Networks (RNN) to capture local features.
PointCNN [31] expands the convolution concept beyond local
grids to a y-convolution that operates on points located within
their respective Euclidean neighborhoods. However, PointCNN
is not invariant to point permutation, which is addressed in Point-
Conv [32], extending the notion of convolution to an operator
invariant to order.

One of the current best approach, PointMLP [33], pro-
posed at the International Conference on Learning Represen-
tations (2022), removes convolution and instead employs simple
multi-layer perceptrons (MLP) as operators. It extends the ideas
of PointNet and PointNet++ and outperforms all other models
in segmentation and classification tasks, including those using
mesh representations [33]. In the results section, we show how
our proposed approach outperforms PointMLP.

Most of these approaches capture local features by hierarchi-
cally grouping points and learning group-wise features. However,
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if the mesh structure is available, its edges (i.e., adjacency infor-
mation) can enable local feature extraction without the need for
grouping and complex operations. This is the topic of the next
section and the primary reason for our use of mesh representa-
tions.

2.1.3 Mesh Based Approaches. The non-uniform polyg-
onal mesh serves as the foundation for 3D data representation in
computer graphics. This approach utilizes a smaller number of
large polygons to cover expansive, flat regions, while employing
a larger number of polygons to capture intricate details. A mesh
accurately captures complex structures and distinguishes them
from nearby surfaces by explicitly representing the surface topol-
ogy. As such, meshes are considered one of the most accurate
representations of 3D data. Models that utilize meshes directly
are able to capture local features as needed, eliminating the issue
of locality present in point clouds. Additionally, mesh represen-
tations do not suffer from permutation issues since they capture
adjacency rather than a set of unordered points, as seen in point
clouds. These advantages make meshes the most efficient and
promising representation of 3D data for learning.

Numerous approaches have been explored for mesh-based
deep learning models, including the popular MeshCNN approach
introduced by Hanocka et al. [34]. This model utilizes mesh edges
as the basis for its approach and computes features for each edge
in the mesh, which are invariant to transformations. Convolution
is then applied to these features in the neighborhood of each
edge, determined by the edges sharing faces in the mesh. Despite
its success, MeshCNN has limitations due to its reliance on the
convolution operator, making it necessary to refine or coarsen
meshes to a specific number of edges, thereby limiting its broad
applicability.

To overcome this limitation, a more generalizable and versa-
tile approach has been recently explored, namely the graph-based
approach. In this class of models, graph neural networks (GNNs)
are utilized to analyze 3D meshes, which lend themselves to the
graph representation, with vertices serving as nodes. As such,
GNNs are well-suited to handle meshes, and recent works have
focused on this approach [35-38]. We combine the GNN-based
approaches with point cloud-based approaches in our work to
present a new architecture that encompasses the benefits of both
classes of models. Further details of our methodology are dis-
cussed in the following sections. Next, we shift our focus to a
new method, which allows us to make predictions with provable
guarantees on the error rates.

2.2 Conformal Predictions

Conformal prediction is a framework in machine learning
that provides a measure of confidence in the predictions made by
a model without any assumptions on the underlying predictive
model. It is based on the idea of constructing prediction regions
around each point in the input space rather than just making a
single-point prediction. These prediction regions can be cali-
brated to provide a desired level of confidence. This is made
possible through the principle of exchangeability of the data (i.e.,
the order of the data does not affect the predictions).

Let’s consider a classification task where we have n data-
points {(X;,Y;)}i—, with features X; € R/ and a classification

label ¥; € Y ={1,2,...,C} with C possible discrete classes in
the label space. If we train a typical machine learning classifier
that outputs a softmax probability distribution for each class, we
would have a vague notion of the model’s certainty as these val-
ues are just guesses that the model has made. The reality is that
there is no guaranteed accuracy/uncertainty that these distribu-
tions are reflective of the true distribution Pxy. If the cost of
mistakes isn’t high, one can report the single most likely class for
any input which comes with no statistical guarantees. However,
in our work, each CFD simulation can be time-consuming, and
knowing a measure of confidence in the machine learning algo-
rithm can reduce mistakes. When we obtain predictions on mesh
faces, we project them onto CAD surfaces. Each CAD surface
receives information from many mesh faces associated with it,
and given the mesh CFD fidelity is determined by these predic-
tions, it is important to have some statistical guarantees on the
accuracy of the predictions. Conformal predictions enable this
by constructing prediction sets B, C Y with some risk level a
for each input rather than a single prediction. Most notably, these
prediction sets come with a marginal guarantee of obeying:

PlYe6,(X)]>1-0 (1)

These approaches enable such a guarantee by running the
model on a test set of data that the model has not seen before and
calibrating the uncertainty outputs of the model to a threshold
that the model must meet for the above statistical guarantee [17].
This kind of statistical guarantee gives us a much better insight
into the uncertainty of the predicted label distributions of the deep
learning models which are arbitrary guesses with no . For these
kinds of classification problems, many researchers have proposed
conformal prediction schemes which can be easily applied to
machine learning models [16-18]. In our works we take the
approach of Adaptive Prediction Sets (APS) proposed by Romano
et al. [17] to construct predictions sets which we then use for a
voting algorithm.

Making incorrect predictions for CFD meshing can signif-
icantly delay the meshing process. By providing a measure of
confidence, conformal prediction can help CFD experts make in-
formed decisions and take appropriate action to prevent failures
or minimize risks. This is particularly crucial in simulations that
may require very large computational resources, which may not
be readily accessible at all times. In such cases where failure
cannot be tolerated, conformal predictions can be applied with
very low-risk acceptance, while in cases where failure can be
tolerated to some extent, this risk can be relaxed in favor of a less
conservative mesh which can speed up the simulation.

3. METHODOLOGY

In this paper, we introduce a new model for mesh segmenta-
tion which is designed to work with very small datasets without
overfitting while having a complex and deep architecture that
takes aspects of GNN-based models as well as point cloud-based
models to construct a hybrid model with greater accuracy. The
overall architecture of our model can be seen in figure 2. We
then propose an approach to take the predictions on the surface
mesh and project them to the CAD surfaces, which can then be
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JECTED ONTO CAD SURFACES BASED ON CONFORMAL PREDICTION SETS, WHICH PROVIDE MARGINAL STATISTICAL GUARANTEES OF

ACCURACY.

used to construct the final CFD mesh. In the sections that follow
we will describe the details of our approach.

3.1 Mesh Segmentation Approach

In our model, we focus on developing large models that can
be trained on very small datasets. This is particularly important
in many engineering design applications as usually the size of
datasets in engineering design is very small, which makes the
application of large deep learning models difficult [12]. How-
ever, it has been demonstrated that proper data augmentation can
overcome this challenge and enable the application of large deep-
learning models without overfitting [12, 39, 40]. Given this, we
introduce an active augmentation layer to our model to enable bet-
ter generalization of learning and training with few samples. We
describe in detail what this layer does and how it is implemented
in training in later sections.

After the augmentation, we introduce a novel architec-
ture (figure 2) for mesh face classification using a combination

of point-based and graph-based deep learning approaches which
combine the effectiveness of point-based models and the versa-
tility of mesh graph-based models to allow for easy and accurate
mesh segmentation.

Finally, we use the conformal predictions approach known as
Adaptive Prediction Sets (APS) proposed by Romano et al. [17]
to construct prediction sets from our segmentation model’s output
such that a marginal statistical guarantee can be given to the users
when it comes to the possible labels each face in the mesh may
be associated with. In the following sections, we describe each
of the three aspects of our approach in detail.

3.1.1 Scheduled Augmentation Layer. When working
with small datasets, large deep learning models tend to overfit
the training data and fail to generalize to data the model has not
been trained on. This leads to a lack of generalization which
makes the models unreliable in real-world applications. There
are several ways to overcome this problem, one way is to simply
gather more data, but that may be too expensive or even imprac-
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tical. Another way to overcome this issue is to take the input data
and alter the data slightly so as to prevent the model to overfit
or memorize the data. In computer vision and image data, this
is typically done by applying random transformation and noise
to the data [39]. Here we propose an augmentation layer that
applies random changes to the input data to prevent overfitting.
In our approach, we introduce a similar method but for 3D data.
Our contribution to the augmentation layer is, therefore, two-fold.
First, we introduce several augmentation techniques that we find
to improve the generalizability of our model. Our second con-
tribution is how we change the extent of our augmentation while
the training is going on. In this section, we will first discuss the
details of our augmentation pipeline/layer, then we will describe
the dynamic augmentation mechanism we use during training.

Augmentation of 3D mesh data: Drawing inspiration from
image augmentation methods [39], this paper proposes augmen-
tation mechanisms for 3D mesh data to prevent overfitting in deep
learning models. The proposed mechanisms include random ro-
tations in all three directions, adding noise to data by applying
random noise to the position of vertices in the mesh, mirroring
3D models with respect to different planes, random application
of Free-Form Deformations, and random scaling of the model.
One of the common approaches for image augmentation is the
random rotation of the images, which is easy to adapt to 3D data
by randomly rotating 3D objects in space. Unlike image-based
approaches that apply one rotation angle, we apply random ro-
tations in all three directions. Another common augmentation
technique is adding noise to data, which we also use in our layer

by applying random noise to the position of vertices in the mesh.
Another augmentation mechanism we employ is mirroring 3D
models with respect to the XY, XZ, or YZ planes randomly. It
also observed that warping images could be an effective form of
augmentation in computer vision. We translate that idea to 3D,
by using a random application of Free-Form Deformations (FFD)
as analogous to the wrapping technique used for images. Finally,
we have random scaling of the model, which either enlarges or
shrinks a model slightly. These augmentation mechanisms are all
demonstrated in Fig.3 to help visualize how they work. However,
as we discussed earlier, we intend to control these augmenta-
tion mechanisms during training. As such, each augmentation
mechanism will be controlled by a specific parameter.

For rotation, we randomly sample a 3D angle, ©, from a
uniform distribution of ® ~ U(0,&;) € R? and the control pa-
rameter & determines the extent of augmentation. Similarly, for
the noise, we sample random noise for each vertex (v;) from a
uniform distribution €; ~ U(0, &) € R? and the control param-
eter & determines the extent of augmentation. For mirroring,
we apply the mirroring across each of the 3 XY, XZ, and YZ
planes randomly with a probability of 0 < &3 < 1, which controls
how likely the mirroring is to occur during augmentation. For
warping, we apply the FFD by deforming the model randomly
in all directions, and we randomly sample the extent to which
these deformations occur from a uniform distribution U (—&4, &4),
where &4 determines how aggressively the model is deformed. Fi-
nally, for scaling, we apply a uniform scale adjustment across all
three dimensions, which is sampled from a uniform distribution
SA ~ U(=&s,&5), and the model is scaled by 1 — SA. The &1, &,
&3, &4, and &5 parameters control how aggressively the models are
augmented which allows us to control the extent of augmentation
during training. More details can be found in the authors’ code
and data, which will be made available upon acceptance of the

paper.

Augmentation Schedule: When training starts, we start with
no augmentation and based on the target value of the &1, &, &3,
&4, and &5 parameters the augmentation increases as training goes
on. In general, we have an augmentation schedule that increases
the extent of augmentation as every epoch goes on. The following
equation describes this schedule:

Tn
(1+cos (£ —m)) @
2

where T is the current epoch of training and &;° is the target
value of the augmentation parameter while fl.T is the adjusted
augmentation parameter at epoch 7' and 7 is the scaling factor
which is set to the maximum number of epochs (the total number
of epochs that we plan to train the model).

While training the deep learning model, we increase the level
of augmentation gradually until the model no longer overfits the
data. To ensure this, we keep track of the validation accuracy
at the end of each epoch and save checkpoints of the model’s
weights when the accuracy is maximized. However, we do not
want to make the task too difficult for the model, so we simul-
taneously decrease the learning rate of the optimizer as the level
of augmentation increases. This helps the model adjust smoothly

& =67 x
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to the more challenging task and prevents it from straying too far
from the optimal parameters it has learned. Thus, we strike a
balance between augmentation for generalizability and not hin-
dering the model’s learning. More implementation details can be
found in our code and data, which will be available to the public
upon acceptance of this paper.

3.1.2 Mesh Segmentation Model. As discussed in previ-
ous sections, point cloud-based models have shown great success
in 3D shape segmentation and classification, even outperform-
ing the latest and best mesh-based and GNN-based models [33].
However, these models neglect the most accurate and flexible
representation of 3D data[34], which is the mesh. Instead, they
use neighborhood grouping and sampling to extract local rela-
tionships. Despite this, even when specialized for specific tasks,
the latest point cloud-based model PointMLP [33] is comparable
in performance to GNN-based models [35, 36]. Therefore, we
cannot overlook the performance advantages of point cloud-based
methods despite their limitations. To create a hybrid model that
combines the strengths of both, we incorporate the lessons learned
from point cloud-based models into GNN approaches, aiming to
achieve the benefits of point cloud models and the versatility of
GNN models.

Figure 2, shows the overall architecture of our model. There
are several stages in our architecture, which we discuss in more
detail here.

Priming Module: As it can be seen, the model starts with a
priming module which includes an adaptation of the pointMLP’s
Residual Point (ResP) [33] block with the addition of T-Nets
proposed by PointNet [27]. As we mentioned in the background
section, the T-Net is a mechanism for transformation invariance,
which is important when it comes to 3D data, and this matter was
taken care of in PointNet++ [38] and PointMLP [33] by grouping
and sampling through their geometric affine modules. Since we
intend to use the mesh directly in our model and do not wish
to perform geometric grouping and sampling, we introduce the
T-Net. Our implementation of T-Net is shown in Figure 2. It
takes as input a point set and using a few ResP layers, determines
a linear transformation matrix for the point set which is then
applied to the point set’s features.

In this module, despite only having point-based components,
we do not down-sample the vertices in the mesh to a specific
number of points, as this would not allow us to apply GNNs to
the entire mesh effectively. One of the main limitations of the
PointBased models, is that during training, only subsets of all the
points will be seen, while in our model, we not only input all the
points but make classifications on all of our mesh faces. Another
limitation of the point cloud-based model is that predictions will
be made at the points, not surfaces. Furthermore, predictions in
point cloud-based models are made at the points, while true labels
are only meaningful for mesh faces in 3D segmentation. Thus,
for point-based models, less accurate labels must be determined
for individual points, and combining vertices of the mesh is not
feasible, as all the vertices associated with faces may not have
been captured during the subsampling of training. Therefore, by
inputting all the vertices and using GNNs, we avoid this issue and

properly analyze the entire model.

Mesh Analysis Module: Once the data goes through the point-
based priming module, we take the features from this stage as the
input features for the mesh analysis module. In the mesh analysis
module, we represent our data as graphs with node features from
the priming module and adjacency matrix same as the mesh
adjacency. In this module, we use a GNN approach called Graph
Attention Convolution (GAT) [41]. For the sake of brevity, we
will not discuss the details of GAT here and refer the readers to
the original body of work for more detail [41]. Simultaneously,
we find applying the T-Net from the priming module helps with
the model generalization. For the GAT layers, we use 8 attention
heads with 64 features each and apply a 10% dropout during
training.

Post-processing Module: After the mesh analysis module, the
resulting features go through the post-processing module, which
is made up of ResP blocks and T-Nets. After that, the features
of the mesh vertices are aggregated for each face. That is, the
features of the vertices associated with each face are aggregated
using an order-invariant face feature extraction function (see fig-
ure 2). This aggregation function must be order invariant because
if the model sees different permutations of the points associated
with a face, the outcome should not change. In our approach, we
perform aggregation by min-pooling, average-pooling, and max-
pooling and concatenate the three in that order. In this way, the
features from all three vertices are captured without loss of infor-
mation while the order invariance of the aggregation function is
maintained. Finally, in the post-processing module, we apply an
MLP to each face’s features to predict the label for each face.

During training, we use the categorical cross-entropy loss to
train the model for segmentation:

| &M
Lcrs = N Z ; yijlog (9i) 3)

where L¢ s is the classification loss that we minimize during
training and N is the number of faces in a batch during training
and M is the number of possible labels, and y;; is the true label
for the face i and class j while §;; is the label predicted by the
model. Beyond this loss, we also apply regularization loss to
the transformations predicted by every layer of T-Net we have in
our model. This is needed as the dimensionality of the features
in the model increase, and the predicted transformations become
much larger, which leads to overfitting and instabilities in the
model. To mitigate this issue, we apply a regularization loss to
the transformations predicted by T-Nets:

N
Ltweg = . [1 - 44| ©

Where Lt is the regularization loss minimized and N is
the number of T-Net layers and A; is the transformation predicted
by the i-th T-Net layer. The total loss that we minimize during
training is, therefore:
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Where gamma is the weight given to the regularization loss.

3.1.3 Conformal Predictions. Conformal prediction is a
powerful technique for improving the reliability and robustness of
machine learning models, making it a useful tool in a wide range
of engineering applications. At this point, we have described a
standard 3D segmentation model. However, the performance of
deep-learning models is dependent on the data, and they simply
make point predictions that are best guesses. The predictions for
new test cases do not come with any statistical guarantees. This
means that if we only base our classification on the model’s best
guess, we cannot guarantee any accuracy. In general, uncertainty
quantification with any kind of guarantee based on learning is
difficult and most work in this area is restricted to Gaussian
Processes. However, we could easily overcome this issue in
a model-agnostic way by using conformal predictions. In our
work, we use the approach proposed by Romano et al. [17] to
construct prediction sets that are marginally guaranteed to include
the correct prediction 95% of the time. More formally:

P [Y; € Go.05,i (X;)] = 0.95 (6)

Where %0_05, ; 1s the prediction set for the input sample (mesh
face) X; and Y; is the true label. We then use these prediction
sets to map the predictions on the mesh to the CAD surfaces.
One thing to note here is that if the acceptable risk level (i.e.,
0.05) were to be lowered, this may lead to the model becoming
more conservative, leading to more surfaces having uncertain
labels associated with them, which can lead to an over-refined
mesh more often, leading to more expensive CFD simulation. As
such, great care must be given to defining an appropriate risk
level. In this work, we found that for our model a 0.05 risk
led to no increase in the number of mistakes by the model but
correctly enabled the identification of uncertainties and removed
any under-refinements.

3.2 Mapping Mesh Segmentation to CAD Segementation

In order to generate an effective Computational Fluid Dy-
namics (CFD) mesh for an airplane model, it is necessary to
apply specific mesh settings to different surfaces of the aircraft.
As a result, it is not sufficient to classify different parts of the
airplane in a single mesh. Instead, each surface of the aircraft
must be meshed with specific settings. Thus, the most practical
approach to automating the CFD meshing process would involve
mapping the classifications from the mesh to the corresponding
surfaces in a CAD model. These surfaces can then be meshed in
a CFD meshing platform using the appropriate settings for each
surface type.

Estimating Mesh to CAD Surface Distance: To map predic-
tions from the mesh to the CAD model, we take the predictions
for each face in the mesh associated with the CAD files and calcu-
late the location of the centroid of the face. Then we measure the
distance from the centroid of each face to all the CAD surfaces
and identify the closest surface in the CAD for each mesh face.

To measure the distance to different CAD surfaces we take the
B-Spline surfaces of the CAD file and discretize the surfaces nu-
merically using the control points defining the B-Spline surface
and obtain a grid of points in each surface. Then we measure
the distance between any given face centroid and all of the points
in the discretized surface and take the minimum of all these dis-
tances as the distance from a face centroid to any given CAD
surface:

D;; = mkin Ilxi — xjell )

Where D;; is the distance between face i and surface j and
x; is the location of the centroid of face i and x;i is the location
of the k-th discretized point of the j-th surface.

Voting Mechanism for CAD Surface Mapping: Once the
CAD surface for each face is identified, the faces will vote on the
nearest CAD surface based on the conformal predictions made
previously, which have a 95% marginal correctness guarantee.
The votes for each surface are then tallied, and if a single class
obtains the majority vote (i.e., 50%+1 vote), it is selected as
the surface type. If this does not occur, we select the surface
classification from the top two classes with the most votes that
require more refined mesh settings (see section 3.3 for details).
This approach ensures that the mesh is not under-refined and can
resolve the flow, leading to valid solutions. However, it may re-
sult in some surfaces being over-refined, which comes at a higher
computational cost for the solver. When the conformal prediction
sets have a 95% marginal correctness guarantee, the model can
accurately predict a singular majority in most cases. If this is not
possible, our model takes a more conservative approach to mesh-
ing to avoid any negative outcomes. Therefore, with an accurate
enough model, we can practically guarantee valid mesh settings.

3.3 Expert-Guided Automated Meshing

After obtaining the CAD surface classifications through vot-
ing, we use expert-guided rules to generate meshes automatically
for the CFD simulation under specific flow conditions and simula-
tion types (as shown in Figure 1). These rules would be specific
to the CFD simulation type and flow conditions. The primary
idea in our work is that a database of rules would be established
for each kind of simulation type, and equations will be estab-
lished for specific mesh settings to be adjusted based on flow
conditions. In our work, we focus on a specific setup for CFD
simulations and use rules established by experts for mesh gener-
ation. Specifically, we develop rules for simulations intended to
resolve unsteady flow structure in wake regions for aero-optical
work. Furthermore, the mesh generated is meant to be simulated
in the FUN3D CFD solver (second-order time accurate simula-
tion), with Detached Eddy Simulation (DES) turbulence model.
For this work, we limit the scope of work to one specific flow
condition as well. This is done to enable us to demonstrate a
proof of concept in this paper, and future work will generalize
the rules to more situations. The flow conditions we develop
our rules around are flight at sea level, at Mach 0.8, and Angle
of Attack (AoA) 0°. We also resize airplane models to have a
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FIGURE 4: OUR APPROACH FOR MAPPING MODEL PREDICTIONS TO CAD SURFACES WITH MARGINAL STATISTICAL GUARANTEES USING

CONFORMAL PREDICTIONS.

length of 30m. We then develop rules (based on Pointwise mesh-
ing software settings) for different aircraft parts to automate the
mesh generation process. We do not go over the specific rules in
this section to improve the readability of the paper. These rules
are specified in appendix A. Although these rules are established
automation of the process is not explicitly discussed further in
this paper, as mesh settings databases are established by experts
at the Lincoln laboratories, and the sensitive nature of their work
limits the amount of information that can be discussed publicly.
As such, we only provide the details for the above-mentioned
flight conditions and see the process of automation as a black box
that involves providing surface predictions to experts who can
automate the meshing in their desired meshing software closing
the loop of expert-guidance integration (see figure 1).

An important thing to note is that the settings that must be
applied to the wing are the most refined, followed by the stabi-
lizers, and finally the fuselage has the least refinements. As such
when a majority is not reached in CAD surface classification (see
section 3.2) priority is given to the classification that requires the
most refined mesh.

4. DATASET

So far, we have discussed a framework for mesh classification
and how we can map these predictions to CAD files and use
expert guidance to generate CFD meshes. However, there are no
publicly available datasets for the purpose of our work. As such
to train our model we needed to create a new dataset of airplane
models which meet the following criteria. First, the models used
for training must be real and accurate aircraft designs and not
include examples of toy aircraft and concept designs which are
common in datasets such as ShapeNet. This is because, in many

of these cases, the features in the models are not indicative of
realistic aircraft designs and therefore, may confuse the model
and reduce generalizability to real models, and bias the model
towards the features observed in unrealistic samples. The other
criterion is that the models in the dataset must have segmentation
labels pertaining to different aircraft parts, specifically the wing,
stabilizers, fuselage, and engine as these are the parts of the
aircraft that are important for mesh settings. The third criterion
is that the models must include accurate CAD representations
associated with them as well since we need to classify the CAD
surfaces to apply the mesh settings properly in meshing software.

To create a model that is practically useful for CFD simu-
lations at Lincoln laboratories, we created a dataset of realistic
aircraft using Open Vehicle Sketch Pad (OpenVSP) [42]. Open-
VSP, initially developed by NASA, is an open-source tool for
creating parametric aircraft geometry that enables the engineer-
ing analysis of those models. To create the dataset, we use a few
selected aircraft designs from OpenVSP and then apply paramet-
ric sampling within OpenVSP and data augmentation techniques
outside of OpenVSP. In the following sections, we describe how
we went about doing this in a more detailed manner.

4.1 Dataset Backbone

As discussed above, we chose OpenVSP to create a dataset of
realistic aircraft models, as their website contains many aerody-
namically accurate airplane models within their software, which
are made publicly available under the name VSP Hanger'. How-
ever, not all of these models can be used easily, as we will see.
Before we can use any given model, we need to ensure that we can

Uhttps://hangar.openvsp.org/
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FIGURE 5: THE DATASET IS DERIVED FROM TEN BASE AIRPLANE
MODELS, EACH BELONGING TO A DIFFERENT AIRCRAFT TYPE.
THE MODELS WERE PROVIDED TO US BY CFD EXPERTS, WHO
ENSURED THAT THEY COVER A WIDE RANGE OF AERODYNAMIC
DESIGNS.

generate valid geometries for each model and label the different
parts of the aircraft. This is a crucial part of the dataset curation,
and as a result, we attempt to automate the process as much as
possible to enable future dataset expansion.

The initial task is to develop a labeling method for different
parts of the aircraft. OpenVSP has a feature that enables users to
allocate various parts of the geometry to different sets, which is
useful for our goal of segmenting airplane models. We manually
assign different parts of the aircraft geometry to various sets,
creating lists of sets for each aircraft’s fuselage, wing, stabilizers,
and engines. We extract separate meshes for each set in the
OpenVSP model and use MeshLab’s [43] boolean operations to
combine them, resulting in a water-tight mesh. As we keep track
of which OpenVSP set each face in the mesh belongs to during
boolean operations, we can generate labeled meshes using this
information and our manual labeling. We will not delve into the
intricacies of this process since the dataset is not the primary
focus of our work. However, we will make the code we use for
data processing and the data itself publicly available and refer
interested readers to our code and data for further detail.

The final note on the data is that given the process of manual
labeling and verification of geometric validity is manual and la-
bor intensive at this moment; our dataset is limited to ten accurate
aircraft models selected by CFD experts at Lincoln laboratories,
which are displayed in figure 5. Despite being a small num-
ber of models, there is significant variation and diversity in the
dataset (figure 5) to capture many different types of aircraft de-
signs. However, this small size presents a major challenge when
it comes to applying large deep-learning models, as training a
model on eigth aircraft models (assuming two models are set
aside for validation) is almost certainly going to lead to overfit-
ting. To overcome this, we propose an augmentation approach
which we discuss in the following section.

4.2 Working With Small Datasets In Data-Driven Models

Since the small size of the dataset does not lend itself to deep
learning, we employ some data-level augmentation, which is ap-
plied at the data-gathering stage rather than later during training.
In our dataset, we employ two strategies for augmentation: design
alterations, and mesh refinement alteration.

For design alteration, we use OpenVSP’s python API. First,
we manually analyze the design parameters (geometric parame-
ters) in the OpenVSP graphical interface and determine appro-
priate design parameters that can be altered without breaking the
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FIGURE 6: SHOWN ABOVE ARE NINE RANDOM AIRPLANE MOD-
ELS FROM THE AUGMENTED DATASET, WHICH ILLUSTRATES
THE SIGNIFICANT DIVERSITY ACHIEVED BY CHANGING DESIGN
PARAMETERS. IT IS IMPORTANT TO NOTE THAT THE EFFECTS OF
REMESHING ARE NOT VISIBLE IN THESE IMAGES.

models and the range of acceptable values for said parameters.
Once the parameters are determined, we use the OpenVSP API to
create randomly altered versions of each of the ten models in our
dataset by randomly sampling the values of the design parame-
ters from a uniform distribution of acceptable values. We then
generate 20 variations of each of our original models extending
the dataset to 210 samples.

One important thing to mention, aside from the limited size
of the dataset, is the fact that the mesh generated by OpenVSP
has specific patterns in different parts of the aircraft, which could
be exploited by a machine learning model to overfit these pat-
terns. Consequently, it is important to ensure the model does not
develop a bias towards such patterns. Remeshing the OpenVSP-
generated meshes will enable two things for us. The first is that
by remeshing at different mesh fidelities, we will augment the
dataset and increase the size of the dataset, which is crucial to the
success of any learning-based method. The second benefit of this
would be that the model cannot be biased toward a specific mesh
pattern generated by OpenVSP. To achieve both of these goals, we
pick an unbiased uniform remeshing algorithm, isotropic explicit
remeshing [43, 44], to remesh each model into five different mesh
element sizes and fairly uniform elements, which remove the bias
created by software-specific patterns in the mesh. The results of
the aforementioned augmentations are visualized in figure 6.

5. RESULTS AND DISCUSSION

So far, we have established the details of our approach. In
this section, we report the results of applying the method to
the dataset and compare the performance of our model to other
existing state-of-the-art approaches. But before we continue, it
is important to establish the training details of our model and
augmentation layer.
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5.1 Model Configuration

To demonstrate the efficacy of our approach in mesh segmen-
tation, we compare our method to two state-of-the-art methods,
PointMLP [33] and PointNet++ [38], that outperform most other
models or closely match their performance. These models serve
as a benchmark for state-of-the-art. In both of these models,
to obtain mesh face classifications we simply add the model’s
outputs for each vertex on a face and use that as the predictions
for the face labels. We also train a naive implementation of a
simple graph neural network with six layers of the graph convo-
lution(GCN) [45] layers as the naive baseline. This model serves
as a baseline for the simplest possible approach and is trained to
demonstrate the notable gap that would exist without better model
architectures. For PointNet++ and PointMLP, we use the code
provided by the original authors of the paper and only make the
final prediction modification without changing anything in their
work or model configuration. For details of the naive baseline,
we refer you to our code which will be made publicly available
upon the acceptance of this paper.

For our model, we use a y value of 0.1 in our loss (based
on Eqn. 5), and for the active augmentation layer, we use target
parameters of &1 = 7/6, & = 0.001, & = 0.2, &4 = 0.4, and
&5 = 0.15. We find that in our experiments, these values yield
the best generalizability for our model configuration. We train
our model based on the loss function defined in Eqn. 5 and
optimize our model using the Adam optimizer with a learning
rate that starts at 1074 and decays 15 times during training at
equal intervals and at a rate of 0.65. For further details of the size
of layers in our architecture and smaller implementation notes,
we refer you to our code which will be made publicly available
upon the acceptance of this work. To make the comparisons fair,
we train all models for 200 epochs and use the original authors’
code for the above benchmark models.

5.2 Mesh Segmentation Results

As mentioned above, we train all models on our dataset.
For training, we use 840 models (based on the first eight in
figure 5) and leave 210 models generated based on the last two
aircraft (The two models at the bottom right of figure 5) for testing
and validation. In figure 7, we visually demonstrate the mesh
segmentation predictions made by our model. Itis impressive that
most of the faces on the meshes are predicted correctly. More
importantly, this kind of accuracy will only be amplified when
it comes to mapping face predictions to CAD surfaces, as it is
much more unlikely that the majority of faces associated with
CAD surfaces are incorrectly classified, leading to an even more
accurate CAD surface classification.

Besides visual verification of the model’s performance, it is
important to quantify the accuracy of the model and compare it
to state-of-the-art. As such, we train our model and competing
models ten times each and record the means value of the best val-
idation accuracy (percentage of correctly classified faces based
on the model’s top guess) for each experiment and model and
report the results in Table 1. As evident, our model outperforms
all models, including the very recently published and powerful
PointMLP, which has established itself as the go-to model for 3D
data. Besides that, we do observe that PointNet++ and GCN per-

11

o

FIGURE 7: WE PRESENT SIX SAMPLE SEGMENTATION PREDIC-
TIONS GENERATED BY OUR MODEL ON PREVIOUSLY UNSEEN
VALIDATION DATA. THE HIGH ACCURACY OF OUR MODEL ON
THIS DATASET IS APPARENT FROM THE VISUAL RESULTS. NO-
TABLY, THE MODEL CORRECTLY CLASSIFIES THE MAJORITY
OF FACES ASSOCIATED WITH EACH CAD SURFACE, WHICH EN-
ABLES EVEN MORE ACCURATE CAD SURFACE PREDICTIONS.

7
B

form poorly, which is expected as PointMLP is an improvement
on the concepts introduced in PointNet++, and the naive GCN
model, as expected performs much worse than all other models
proving that the baseline of what the simplest possible approach
leaves a lot to be desired.

TABLE 1: COMPARISON OF THE MEAN ACCURACY OF DIFFER-
ENT MODELS ON THE VALIDATION DATA. THE VALUES AFTER
+ SHOW THE STANDARD DEVIATION ACROSS TEN TRAINING
RUNS.

Model Top 1 Accuracy (%)
PointNet++ 89.14 £ 0.25
PointMLP 93.92 +0.15
Naive GCN 81.23 + 1.06
Our Model (w/ Augmentation Layer)  96.65 + 0.12
Our Model (w/o Augmentation Layer) 92.35 + 0.97

5.3 Conformal Predictions Supported CAD Surface

Classification

For CAD surface classification we take the best-trained
model for each method and implement a simple voting algorithm
to classify CAD surfaces. This algorithm is very similar to our
CAD surface classification (see figure 4) except without confor-
mal predictions such that each face only votes for the top guess of
the model. For CAD surface classification we record the number
of misclassified surfaces in the validation data for each approach.
Furthermore, we calculate the number of misclassifications that
would lead to a more refined mesh than necessary (ultimately not
failing in simulation) and the number of misclassifications that
lead to under-refinement, which can be problematic in simulation.
We present our results in table 2. The first observation in these
results is the fact that our model which has the most accurate
predictions on the mesh as we saw in the prior section, leads to
the fewest misclassified surfaces compared to all other models.
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TABLE 2: COMPARISON OF THE ACCURACY OF DIFFERENT MODELS ON CAD SURFACE PREDICTIONS ON THE VALIDATION DATA.

Model # Incorrect Surfaces  # Under Refined Surfaces # Over Refined Surfaces Accuracy (%)
PointNet++ 23 9 14 97.26
PointMLP 13 5 8 98.45
Naive GCN 42 9 33 95.00
Naive GCN + Conformal 116 0 116 86.19
Our Model 7 2 5 99.17
Our Model + Conformal 7 0 7 99.17

The most notable observation is that using the model’s
predictions directly without the conformal predictions approach
leads to under-refined surfaces, which can affect the simulation
efficacy and result in inaccurate solutions, ultimately a failure.
This demonstrates the importance of applying conformal pre-
dictions to quantify uncertainty and apply the most conservative
mesh settings when the model is faced with uncertainty in surface
classification. More importantly, conformal predictions enable
uncertainty quantification with marginal statistical guarantees,
which is a very robust approach, and guarantees under refine-
ment in the mesh will be avoided to a measurable extent which
can be set by the user depending on the sensitivity of their work.
Another significant observation is that adding the more conserva-
tive conformal predictions with 95% marginal guarantee has not
caused more over-refinement, which is a testament to the accuracy
of our model which is out of the box is good enough that even with
the conservative conformal predictions remains accurate. On the
contrary, we see that when conformal predictions are applied to
models with low accuracies, such as the GCN baseline (see table
2), the conformal predictions fail to provide the necessary guar-
antee easily, leading to much more over-refinement and an overly
conservative CFD mesh. Still, it is impressive that conformal pre-
diction still sees no failed CFD mesh with under-refinement even
when the model is inaccurate (See GCN+Conformal in table 2).
To the best of our knowledge, this work is the first demonstration
of model-agnostic conformal predictions in the engineering de-
sign community, and we hope that our results will inspire further
research in different engineering applications to improve deep
learning model robustness using conformal prediction-based ap-
proach.

5.4 Automated Meshing: A Case Study

So far, we have demonstrated that our model is very effective
at extracting the necessary geometric insights needed by experts
to automate the meshing process. We also discussed the spe-
cific settings that can be applied for a specific flight condition.
To further showcase the potential of our methods, we conduct a
case study on one aircraft model. Specifically, we generate the
mesh for the aircraft model resembling the A-10 warthog (top
left aircraft in figure 5). We use the expert rules for the flight
conditions discussed in section 3.3. The results of the rule-
based meshing are shown in figure 8. As we discussed, the flow
patterns around the wings are the most intricate and require sig-
nificant refinement compared to the fuselage, and we can see that
given the correct classification, the rule-based meshing success-
fully refined the mesh around the wing while keeping the mesh
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FIGURE 8: THESE IMAGES ILLUSTRATE HOW THE APPLICATION
OF DIFFERENT MESHING RULES CAN RESULT IN VARYING LEV-
ELS OF REFINEMENT IN DIFFERENT AREAS OF THE MODEL.
SPECIFICALLY, THE TOP TWO IMAGES SHOW HOW OUR MESH-
ING RULES LEAD TO MORE REFINEMENT AROUND THE WINGS,
WHILE LESS REFINEMENT IS APPLIED AROUND THE FUSELAGE
WHERE FLOW PATTERNS ARE SIMPLER.

refinement lower around the fuselage of the aircraft. In this way,
the meshing process for this aircraft can be automated with little
input or effort from the users without significant added cost on
the solution time. These results show that expert-guided auto-
mated meshing for aircraft can be of great value for designers and
perhaps provide a viable alternative to very expensive adaptive
remeshing approaches or even serve as a great initialization to
adaptive remeshing leading to significant time saves in both the
meshing process itself and the simulation time.
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Finally, to verify that this generated mesh is capable of cap-
turing the necessary details in the simulation, we run the simula-
tion for the generated mesh with the flow conditions mentioned
in section 3.3. We observe that the solver converges without any
issues, and the resulting simulations capture the details neces-
sary for flow analysis. To showcase the success of the meshing
when it comes to the solution, we specifically look at areas of the
flow where higher detail must be captured. Specifically, we see
that the simulation results have successfully captured the details
of the flow in the most complex parts of the flow field near the
wings. This shows that expert-guided refinements are crucial for
successful flow simulations and accurate results. In the benefit
of brevity, we refrain from discussing the CFD details, given that
the primary focus of our work is on meshing.

6. LIMITATIONS AND FUTURE WORK

While our methods have been successful, there are areas in
which we aim to develop and improve in the future. Currently,
our approach is limited to rules based solely on 3D model seg-
mentation, meaning that experts are only able to make rules based
on surface types. In the future, we plan to collaborate with CFD
experts to create more advanced rules for meshing by identifying
other relevant features of 3D models, such as engine inlet and out-
let, trailing edges of lift-generating surfaces, and more. This will
enable expert guidance to become even more insightful, leading
to a more effective and highly optimal mesh generation scheme.
We believe that our GNN and point-based model will be able to
handle this challenge with ease, and we plan to take this step in
the near future.

Another area of improvement for our work would be to ex-
pand our dataset to encompass a much larger set of models. This
will lead to a more powerful and accurate segmentation model,
significantly improving the overall approach. As such, we plan to
continue adding models to our dataset in the future and make the
data publicly available as a living dataset that will receive updates
with more models being added over time.

At this stage, our approach relies on third-party meshing
software for CFD mesh generation. However, we believe that a
more independent CFD mesh generation pipeline would provide
our model with more freedom and enable expert guidance to be
significantly more detailed. Therefore, significant effort must be
devoted to developing such a pipeline to enable methods like ours
to become even more versatile in the future.

7. CONCLUSION

We propose an expert-guided CFD meshing method that
combines graph neural networks and expert heuristics to generate
CFD meshes that not only improve numerical solver convergence
but also capture the necessary details of flow patterns in areas
with complex flow patterns. To develop our model, we introduce
a novel deep-learning approach that combines the strengths of
point-based models and mesh-based GNNs. Additionally, we
publicly release a new annotated dataset and show how an active
augmentation approach enables us to train a large deep-learning
model on a small dataset without sacrificing generalization. We
demonstrate that our approach outperforms the latest state-of-
the-art techniques for 3D model segmentation, establishing our
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model as the new state-of-the-art.

Furthermore, we introduce a mechanism for mapping pre-
dictions from a mesh to CAD surfaces and utilize conformal pre-
dictions in CAD surface classification. Our model is capable of
quantifying uncertainty and handling the uncertainty with a 95%
marginal statistical guarantee of correctness. Based on mesh-
ing rules established for different surface types, we utilize expert
guidance to generate CFD meshes. We show that our model pro-
vides the most accurate predictions on CAD surfaces (over 99%
accurate), and our conformal predictions approach leads to cor-
rect uncertainty identification and a more conservative approach
to meshing with no under-refined surfaces, effectively enabling
failure avoidance in the solver.

Finally, we validate the efficacy of our approach by conduct-
ing a case-study simulation of one of the aircraft in the dataset.
We demonstrate that given accurate surface predictions, the re-
sulting mesh is appropriately refined and leads to successful sim-
ulations by the solver, thus establishing the effectiveness of our
approach. We make our code and data publicly available for
interested readers to examine. The future work includes develop-
ing more advanced rules for meshing and expanding the dataset
for a more powerful segmentation model. Additionally, efforts
will be given to developing an independent CFD mesh generation
pipeline for more freedom and detailed expert guidance.
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APPENDIX A. EXPERT-GUIDED RULES FOR DIFFERENT
AIRCRAFT SURFACES
In this section, we present the specific rules provided by
experts we use for the flight conditions and software mentioned in
section 3.3. Below are the specific mesh settings that are applied
in PointWise meshing software for different aircraft parts:

1. Wings:

¢ Set surface mesh dimension = 0.05
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Set surface mesh to: quadrilateral cells dominant
Set volume mesh to: hexahedral cells dominant
Set initial wall spacing = 4.7e-6

Set Growth rate = 1.1

Set Collision Buffer = 2.0

Grow volume cells from surface cells. Check Y+
value... If > 1, then decrease initial wall spacing
proportionally

2. Stabalizers:

Set surface mesh dimension = 0.2

Set surface mesh to: quadrilateral cells dominant
Set volume mesh to: hexahedral cells dominant
Set initial wall spacing = 4.7e-6

Set Growth rate = 1.1

16

¢ Set Collision Buffer = 2.0

e Grow volume cells from surface cells. Check Y+

value... If > 1, then decrease initial wall spacing
proportionally

3. Fuselage:

Set surface mesh dimension = 1.0

Set surface mesh to: quadrilateral cells dominant
Set volume mesh to: hexahedral cells dominant
Set initial wall spacing = 4.7e-6

Set Growth rate = 1.1

Set Collision Buffer = 2.0

Grow volume cells from surface cells. Check Y+
value... If > 1, then decrease initial wall spacing
proportionally
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