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ABSTRACT
Measuring design creativity is an indispensable component

of innovation in engineering design. Properly assessing the cre-
ativity of a design requires a rigorous evaluation of the outputs.
Traditional methods to evaluate designs are slow, expensive, and
difficult to scale because they rely on human expert input. An
alternative approach is to use computational methods to evalu-
ate designs. However, most existing methods have limited util-
ity because they are constrained to unimodal design representa-
tions (e.g., texts or sketches) and small datasets. To overcome
these limitations, we propose a multimodal transfer learning-
based machine learning model to predict five design metrics:
drawing quality, uniqueness, elegance, usefulness, and creativ-
ity. The proposed model utilizes knowledge from large external
datasets through transfer learning and simultaneously processes
text and sketch data from early-phase concepts through multi-
modal learning. Through six unimodal models using only texts
or sketches, we show that transfer learning improves the predic-
tive validity of text learning and sketch learning by 2%-18% and
9%-24%, respectively, for design metric evaluation. By compar-
ing our multimodal model with the best unimodal models, we
demonstrate that joining unimodal text and sketch learning mod-
els further increases the predictive validity of the approach by
4%-10%. The proposed models are generalizable to many appli-
cation contexts beyond design concepts. Our findings highlight
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the importance of analyzing designs from multiple perspectives
for design assessment. Finally, we discuss the challenges and
opportunities in developing AI models for design metric evalua-
tion.

1. INTRODUCTION
Design creativity evaluation is a core component of the in-

novation process in engineering design [1, 2]. Numerous design
ideas are generated at early design stages, which creates the need
for an effective and efficient creativity evaluation to facilitate in-
formed decision making and boost designers’ creative and inno-
vative behaviors [3, 4]. However, design creativity evaluation is
challenging for two primary reasons. First, design ideas are of-
ten complex, involving heterogeneous representations, such as
sketches, texts, and 3-dimensional (3D) models. Second, com-
pared to more straightforward tasks (e.g., classification and ob-
ject recognition), it requires a profound and comprehensive un-
derstanding of object functions, behaviors, structures, and aes-
thetics based on the information scattered in multiple represen-
tations. Accordingly, many of the existing methods rely on in-
tensive human inputs [5–7], which makes the methods inher-
ently subjective, resource-demanding, unscalable, and subject to
human fatigue [8]. With the advances in artificial intelligence
(AI), prior work has shown promise for leveraging AI to evalu-
ate simple unimodal design ideas, such as sketches [9–11] and
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texts [9,12]. In contrast, the use of AI for evaluating multimodal
design ideas remains largely unexplored. Moreover, training ar-
tificial neural networks (ANNs) for complex tasks (e.g., design
metric evaluation) requires a large volume of labeled data. As
mentioned above, manual evaluation for labeling design ideas is
expensive and time-consuming. Therefore, the available labeled
datasets are often small in volume, which poses an additional
challenge to train ANNs for this purpose.

To address the identified challenges, we propose a multi-
modal transfer learning model for predicting design metrics in
this paper. Multimodal learning enables us to learn across mul-
tiple modalities to solve more complex tasks that combine more
than one data mode [13]. Transfer learning improves the perfor-
mance of models trained on small datasets by transferring knowl-
edge learned from other related domains where data is readily
available [14]. We develop and validate the proposed models
using a set of milk frother design ideas represented by sketches
and text descriptions along with their design ratings provided by
experts. The contributions of this paper are:

1. We compare three text embedding models to predict five
design metrics (i.e., creativity, uniqueness, drawing qual-
ity, elegance, and usefulness) by capturing semantic features
from design descriptions and show that the transformer-
based bidirectional encoder representations from transform-
ers (BERT) [15] model performs the best;

2. We compare three convolutional neural network-based
sketch embedding models for design metric prediction,
which capture visual features from design sketches, and
show that the pre-trained Inception [16] model performs the
best;

3. We show that transfer learning from large external datasets is
effective in improving design metric prediction performance
for small datasets by using an Inception model pre-trained
on 50 million sketches from the QuickDraw dataset;

4. We develop a multimodal learning model that embeds
sketches and texts simultaneously for design metric predic-
tion and show that it performs significantly better than all
text- or sketch-based machine learning models;

5. We compare the predictability of these design metrics and
show that sketches are more informative for predicting draw-
ing quality, elegance, and usefulness, while design descrip-
tions are more informative for predicting uniqueness.

The remainder of this paper is organized as follows. Sec-
tion 2 provides a detailed review of the relevant building blocks
of the proposed model. The labeled milk frother design ideas
for training the model, the associated data pre-processing mod-
ules, and the key components of the multimodal transfer learning
model are introduced in Section 3. Section 4 reports and dis-
cusses the multimodal transfer learning model performance and
summarizes the challenges and opportunities in AI-based design

metric evaluation. Section 5 concludes this paper by highlighting
the findings and contributions of this paper.

2. BACKGROUND
Design ideas are most commonly available as free-hand

sketches and their text descriptions. Accordingly, we review the
relevant approaches of embedding sketches and texts in this sec-
tion. We also discuss transfer learning for tackling the common
issue of small datasets in design and survey the prior work on
machine learning approaches for multimodal data.

2.1 Sketch and Text Embeddings
In this study, the sketches are drawn on paper solution

sheets, which can be stored and processed as static pixel-based
spaces. We focus on convolutional neural networks (CNNs) [17]-
based models for encoding sketches due to their effectiveness
in embedding pixel data (e.g., images and sketches). While
these models are mostly used for images, our focus is on free-
hand sketches, which are fundamentally different from realis-
tic photo images. Free-hand sketches have both unique chal-
lenges (e.g., highly sparse, abstract, and designer-dependent)
and advantages (e.g., lack of background and use of iconic rep-
resentation) [18]. Previous studies have employed both cus-
tomized CNNs [19] and standardized CNNs (e.g., ResNet [20],
VGG [20], and Inception [21]) for sketch classification and sim-
ilarity search. Researchers also studied the differences in hyper-
parameters between CNNs for encoding images and sketches, re-
spectively [22]. Optimized CNN models have also been explored
by incorporating an additional channel for learning shape [23]
or contour [24] information of sketches to improve model per-
formance. Additionally, when created using touchscreen de-
vices, sketches can also be rendered as dynamic stroke coor-
dinate spaces or graph spaces. This affords the use of differ-
ent ANNs, such as recurrent neural networks (RNNs) [25] and
graph neural networks (GNNs) [26]. While most prior work
on sketches focuses on classifying sketches into categories, we
study a more difficult learning task: predicting design ratings,
which can be viewed as a regression problem.

To analyze text data, modern machine learning primarily fo-
cuses on natural language processing (NLP) methods that en-
code text data as continuous vectors. Among such methods,
we concentrate the review on transformer-based language em-
bedding models [27]. These models have proven exceedingly
effective in many benchmark NLP applications(e.g., translation
and search), compared to prior text embedding models such as
word2vec [28], Global vector for word representation [29], and
bidirectional long short-term memory [30]. The transformer-
based models hold an edge from two perspectives: (1) the trans-
former encoder learns input sequences of words bidirectionally
by reading entire sequences at once instead of unidirectionally,
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which enables it to understand the contexts of single words more
comprehensively; and (2) the transformer utilizes a self-attention
mechanism to strengthen the learning of contextual relations be-
tween words [27]. Trained on multiple large text databases
for multiple tasks, universal sentence encoder (USE) [3] and
BERT [15] are the most popular transformer-based text embed-
ding models. Compared to USE using unidirectional transformer
decoders, BERT adopts bidirectional transformer decoders and a
deeper network architecture [15], leading to better embeddings
in general. As most other models were designed for generating
word-level embeddings, the transformer-based models also sur-
pass them in terms of generating sentence-level embeddings [31].
In our work, we use both USE and BERT models to encode de-
sign descriptions and predict the overall ratings.

2.2 Transfer Learning
Labeled design datasets are often small in size because it is

expensive to evaluate designs through expert-based approaches
or simulation. Transfer learning provides a promising approach
to tackle this issue. Transfer learning is a machine learning tech-
nique that aims at improving the performance of target mod-
els within target domains by transferring the knowledge learned
from different but related source domains [14]. With knowledge
transferred, the learning performance can be improved while
less labeled data is required in a target domain. Knowledge
transfer from one domain to another relies on the similarities
and relevance between the domains [32]. However, knowledge
transfer is not always beneficial (e.g., the pronunciation transfer
from Spanish to French is misleading). Negative transfer occurs
when transfer learning has negative impacts [33]. Positive trans-
fer learning is built on capturing the transferable and beneficial
knowledge elements across domains [33]. In deep learning, the
most common approach of transferring knowledge is to share or
transfer the parameters of the models trained on one or multiple
source domains to the target domain. The bridge for knowledge
transfer is the same pivot features shared by the source data and
the target data [14].

Transfer learning has been proven effective in many machine
learning tasks such as image translation. Researchers in the en-
gineering design domain have explored this topic as well. For
example, Whalen and Mueller [34] utilized knowledge transfer
between different topologies of truss designs in constructing a
surrogate model for design evaluation. Cheng et al. [35] lever-
aged complementary knowledge transferred among multiple op-
timization tasks for coevolutionary multitasking to realize con-
current global optimization. Raina et al. [36] proposed a proba-
bilistic mechanism to transfer design strategies from humans to
computers and across design problems. Pandita et al. [37] trans-
ferred knowledge from legacy data to estimate process parame-
ters for new materials and machines in additive manufacturing
(AM). Huang et al. [38] conducted multi-fidelity surrogate mod-

eling of melt pool in AM by transferring knowledge from high-
fidelity simulation data to a model trained on low-fidelity data.
This paper demonstrates the positive knowledge transfer from
large generic text and sketch datasets to our target milk frother
design dataset.

2.3 Multimodal Learning

Because a single design can be represented in multiple
modes, deep learning models that can capture design features
simultaneously from multimodal representations are required.
To leverage the complementarity of multimodal data, unimodal
models are first constructed to encode different design represen-
tations separately. Then, they are fused to generate joint em-
beddings through shared layers at earlier or later training stages.
Researchers classify different fusion mechanisms employed in
previous studies into three categories [13]. The first uses sim-
ple operations, such as concatenation [39, 40] and weighted
sum [40, 41]. For weighted sum, the pre-trained embeddings for
all modalities need to have the same dimension and be rearranged
in an order suitable for element-wise addition [42]. The second
category employs attention mechanisms to generate joint embed-
dings, which can dynamically learn the alignment between multi-
modal features by attending the features from one modality using
the features from another modality [43]. Multiple attention heads
can be applied to preserve more comprehensive information [44].
The third category learns joint embeddings through a parallel re-
construction process, which trains multiple unimodal reconstruc-
tion models, such as auto-encoders (AEs), simultaneously with
shared layers [45,46]. By minimizing the reconstruction loss, the
correlation and mutual information between the unimodal mod-
els increase [47, 48]. Additionally, bilinear pooling-based ap-
proaches have also been adopted to fuse embeddings from mul-
tiple modalities, for which interested readers can refer to [49].

As an emerging topic, researchers have explored multimodal
learning for a variety of tasks, such as text-to-image or image-to-
text generation [50], text or image classification [51]. However,
its application in engineering design is quite limited. Recently,
Yuan, Mation, and Moghaddam [52] reported an attention-based
multimodel model learning from images and texts for design
concept evaluation. Their model analyzed detailed orthographic
product images and textual product descriptions to predict prod-
uct user ratings. Unlike the design metrics evaluated in this pa-
per, user ratings reflect the sentimental feedback towards a de-
sign rather than the technical assessment, such as creativity and
usefulness. Additionally, this study focuses on design idea eval-
uation at an earlier stage when little design detail is available.

Based on the state-of-the-art machine learning techniques
reviewed above, we propose a pioneer multimodal transfer learn-
ing model for design metric prediction using texts and sketches.
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3. DATA AND METHOD
This section introduces the data used and the multimodal

transfer learning model proposed for design metric prediction in
this study. We pose the design metric prediction problem as a
regression task. The multimodal transfer learning model can be
broken into four modules, as depicted in Fig. 1. First, the raw de-
sign data is pre-processed and converted into sketches and texts
processable for computers. The second and third modules en-
tail two unimodal learning models that learn features from the
sketches and texts, respectively. Both are pre-trained to transfer
knowledge from a respective large dataset. The two unimodal
transfer learning models are joined together in the last module to
construct the multimodal transfer learning model. Each module
is introduced separately.

Raw Design Repository 

Sketches

Pre-processed Sketches

Text 
Embedding 

Module

Textual Descriptions

Cylinder with a rotating and graved center.

Design Metrics:
drawing ability, uniqueness, 

creativity, elegance, usefulness

Sketch Embeddings Text EmbeddingsSketch
Embedding 

Module

Sketch Pre-processing

Pre-trained on large 
sketch datasets

Pre-trained 
on large text 

datasets

FIGURE 1. THE OUTLINE OF THE PROPOSED MULTIMODAL
LEARNING MODEL FOR DESIGN CREATIVITY EVALUATION.

3.1 Data
The multimodal transfer learning model is developed based

on a repository of 1,112 milk frother design ideas1 from prior
work [53]. These design ideas were generated in response to a
design challenge that asked participants2 to design an innovative
device that froths milk in a short amount of time. Each design
idea was created and recorded freehand on a solution sheet, as
seen on the left of Fig. 2. The solution sheet consists of a draw-
ing area denoted by “Draw Idea Here” for sketching the idea and
a description area starting with “Idea Description” for adding
a text description. The collected ideas were then scanned into
electronic files. Following the consensual assessment technique
(CAT) [5], two design experts were asked to evaluate the de-
sign ideas in terms of five design metrics: (i) drawing quality,

1Set 1: https://sites.psu.edu/creativitymetrics/2018/07/18/milkfrother/. Set 2:
https://sites.psu.edu/creativitymetrics/2018/08/23/milk-frother-industry/

2The participants are first-year engineering design students.

(ii) uniqueness, (iii) usefulness, (iv) creativity, and (v) elegance.
Particularly, drawing quality reflects clean lines, accurate propor-
tions, appropriate shading, etc. of a sketch. Uniqueness refers to
how original or surprising the idea is. Usefulness refers to how
logical, practical, valuable, and understandable the idea is. Cre-
ativity is defined by ideas that are both of high quality and nov-
elty. Elegance indicates the simplicity, clear insight, and concise
presentation of an idea [54]. Among them, creativity, unique-
ness, and usefulness are commonly used CAT creativity metrics,
while drawing quality and elegance are also commonly used for
evaluating design sketches. The inter-rater reliability test shows
that the ratings from the two experts achieve a median Spearman
correlation of 0.76 for the five metrics, with the highest value be-
ing 0.88 and the lowest value being 0.44. Twenty-six out of the
1,112 labeled milk frother design ideas are excluded from this
study due to low data quality after scanning or missing any of
the five design metrics. As a result, 1,086 design ideas constitute
the dataset for training and validating the proposed model.

3.2 Data Pre-Processing
The raw data involves two representation modes: hand-

written text descriptions and freehand sketches. The text de-
scriptions are first extracted from the solution sheets manually
and recorded as strings readable by computers. The text descrip-
tions refer to the texts written in the description area, excluding
the text annotations within the drawing area. The text descrip-
tions’ maximal, minimal, and average word lengths are 54, 1, and
9, respectively. The main tasks of data pre-processing reside in
sketch pre-processing, aiming to remove irrelevant information
and noise from the drawing area. The whole process comprises
five steps using the OpenCV Python package. The flowchart on
the right of Fig. 2 summarizes the process and shows the output
from each step.

Crop Sketches Since the sketches (original size = 1,650×
1,275) were scanned from the solution sheets, the positions of
the drawing area vary across the sketch files. To locate the draw-
ing area in each file, we first locate the position of the printed
letter “D” from the string “Draw Idea Here”. Then, the draw-
ing area is defined as a fixed region surrounding the letter “D”.
Accordingly, we crop the original sketches to a smaller size
(525× 1,030) to only retain the drawing area. After this, the
printed text “Draw Idea Here” is removed from each sketch as ir-
relevant information by filling the corresponding area with white.

Convert to Grayscale In our dataset, most sketches were
drawn with black pens, while a small portion of the sketches were
drawn using color pens, often one color for the entire sketch. Due
to the variability of colors in scanning the sketches, we convert
all sketches into grayscale.

Remove Hand-Written Texts The presence of text annota-
tions in the drawing area can distract the sketch learning model
from learning pivot features from the sketches. Accordingly, we
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Original Sketch File 1: Crop sketches 2: Convert to grayscale

3: Remove hand-written texts4: Reduce noise

5: Resize

FIGURE 2. THE FLOWCHART OF SKETCH PRE-PROCESSING FOR AN EXAMPLE SKETCH FROM OUR DATASET.

develop a semi-automatic model to remove hand-written texts
from the drawing area. First, contours within the drawing area
are detected based on pixel gradients. Since the contours con-
taining sketches and the contours containing texts are likely to
have different features (e.g., shapes and average pixel values),
the model automatically detects these features and removes the
contours deemed as texts. Then, we manually remove the text
annotations that the model can not capture.

Reduce Noise Since the sketches were drawn freehand and
scanned to electronic files, there is noise in the drawing area.
We use a denoising model to remove Gaussian noise from the
sketches [55].

Resize Sketches For training CNNs, a large sketch size re-
quires a high computational cost. In contrast, a small sketch size
can cause significant information loss during resizing the origi-
nal sketches, impairing the performance of the prediction model.
Considering this trade-off, we resize the sketches (525×1,030)
to 158×309, i.e., 30 percent of the original size3. Furthermore,
to enable knowledge transfer from the source domain to the tar-
get domain, the data sample from both domains should have the
same shape. In this study, the source domain is defined by the
images from the ImageNet dataset and the sketches from the
QuickDraw dataset, which are square. Accordingly, we mod-
ify the sketches in our dataset to a square shape (309× 309) by
filling the bottom area (151×309) with white background.

3For reference, ImageNet and QuickDraw are commonly used datasets for
training CNNs. The sizes of the images or sketches from them are 256×256 (or
224×224) and 28×28, respectively.

3.3 Models
In this subsection, we first introduce six unimodal learning

models (three for text and three for sketches) for embedding the
texts and sketches, respectively. We then explain how they are
joined to construct the multimodal transfer learning model.

Text Learning Models We experiment with three different
models for text embedding, including a simple frequency-based
model and two transformer-based models, as depicted in Fig. 3.
The first uses term frequency-inverse document frequency (TF-
IDF) [56] to encode the text descriptions without transfer learn-
ing, named as Text-TFIDF. Its output embeddings are vectors
with a dimension equal to the number of the unique terms in
the vocabulary of the entire dataset, indicating the importance
of each term to each text description. The last two adopt the
transformer-based USE [3] and BERT [15] text embedding mod-
ules and are called Text-USE and Text-BERT, respectively. They
both embed the text descriptions and output embeddings with a
fixed dimension of 512 according to the design of transformer
encoders [27]. The USE and BERT modules are pre-trained on
multiple large text datasets, such as Wikipedia, for multiple tasks.
This enables knowledge transfer from the large datasets to our
target dataset. In each model, a dense layer, a dropout layer, and
a dense output layer are sequentially connected to the text em-
bedding module. The output layer employs Rectified Linear Unit
(ReLU) activation function for the regression task in this study.
The final outputs are the predicted values of the design metrics.
In the training process of Text-USE and Text-BERT, we freeze
the pre-trained USE and BERT modules, and only the weights
of the last few layers are trainable. This enables the model to
learn effectively from the small dataset while retaining knowl-
edge from prior training.

CNN-based Sketch Embedding Models Three CNN-based
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Metrics

Text 
Embedding TF-IDF BERTUSE

Rate = 0.1 Rate = 0.1Rate = 0.1Dropout

Dim = 1 Dim = 1Dim = 1
Output
(Dense)

Texts

512 5121525

Dense Dim = 128 Dim = 128Dim = 128

Texts Texts

Metrics Metrics

Text-TFIDF Text-USE Text-BERT Model
Name

FIGURE 3. THE ARCHITECTURE OF THREE TEXT LEARNING
MODELS WE USE IN THIS WORK.

architectures are explored for sketch embedding, as visualized
in Fig. 4. The differences across the models manifest in three
aspects: (1) The first model adopts the AlexNet CNN archi-
tecture [57] (called Sketch-Alex). The second and third mod-
els use the InceptionV3 CNN architecture [16] and are named
Sketch-Inception (I) and Sketch-Inception (S). (2) Sketch-Alex
is trained on the target data directly without transfer learn-
ing, whereas Sketch-Inception (I) and Sketch-Inception (S) are
first pre-trained on two large datasets and transfer the learned
knowledge to the target data. (3) The InceptionV3 module in
Sketch-Inception (I) is pre-trained on 14 million images from
the ImageNet dataset, while the InceptionV3 module in Sketch-
Inception (S) is pre-trained on 50 million sketches from the
QuickDraw dataset. We use the former pre-trained model from
the Python Keras API, while we locally train the latter. During
fine-tuning, we further adapt the weights of the pre-trained mod-
ules to our target task. The knowledge learned from the large
external datasets is transferred to our target dataset through such
a process. Similarly, a flatten layer, a dense layer, a dropout layer,
and a dense output layer using the ReLU activation function fol-
low each CNN embedding module sequentially. We determine
the hyperparameters of these layers through experiments.

Multimodal Transfer Learning Model We then integrate
the best text and sketch learning models among all alternative
models to construct the multimodal learning model. In this study,
Text-BERT and Sketch-Inception (S)) perform best for text and
sketch learning, respectively. We integrate the two models by
concatenating their outputs and adding a dense layer with the
ReLU activation function to produce the final output. The ar-
chitectures of the multimodal learning models are shown in Fig.
5. Likewise, the multimodal learning model is initialized with
the pre-trained weights from the unimodal models to transfer the
learned knowledge from the unimodal data to the multimodal
data. During training, the trainable weights of both unimodal
models are fine-tuned jointly to leverage the complementarity

Metrics

Flatten

Sketch 
Embedding AlexNet InceprtionV3

(Sketches)
InceprtionV3

(Images)

Dim = 5048 Dim = 82944Dim = 82944
Dense Dim = 128 Dim = 1024Dim = 128

Rate = 0.4 Rate = 0.4Rate = 0.4Dropout

Dim = 1 Dim = 1Dim = 1

Sketches Sketches Sketches

MetricsMetrics

Sketch-Alex 
Sketch-

Inception (I) 
Model
Name

(8,8,2048) (8,8,2048) (8,8,2048)

Sketch-
Inception (S) 

Output
(Dense)

FIGURE 4. THE ARCHITECTURE OF THE CNN MODELS FOR
SKETCH LEARNING.

between different representations. The joint model takes advan-
tage of both transfer learning and multimodal learning, which is
termed a multimodal transfer learning model in this paper.

Sketch Input Text Input

InceprtionV3
(Sketches)

Dim = 82944
Dim = 1024

Rate = 0.4

Dim = 1

(8,8,2048)

BERT

Rate = 0.1

Dim = 1

512

Dim = 128
Flatten

Embedding
models

Dense

Dropout

Dense

Dim = 1
Concatenate
Output (Dense)

Metrics

Model
Name

Multimodal 

FIGURE 5. THE ARCHITECTURE OF THE MULTIMODAL
TRANSFER LEARNING MODEL

4. RESULTS AND DISCUSSION
In this section, the performances of the unimodal text and

sketch learning models and the multimodal learning model are
reported and discussed to validate the efficacy of the proposed
model. Specifically, we evaluate the performance of each model
in terms of its explanatory power for the variabilities of the five
design metrics, i.e., the coefficient of determination (R2 value)
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in statistics. The statistical significance of the differences in ex-
planatory power between the models is also assessed [58]. To
train and test the models, we split the 1,086 milk frother design
ideas with the expert-assessed design metrics into training, vali-
dation, and test sets following the ratio of 0.8:0.1:0.1. The dis-
tribution stratification of the design metrics is maintained during
the data split. Since each model is trained for predicting each de-
sign metric separately, the design idea split is generated for each
design metric uniquely according to its specific stratification. All
models for predicting the same metric are trained and tested on
the same split. Through a series of pilot experiments, we choose
a batch size of 24 and a learning rate starting from 5 × 10− 5

with a decaying rate of 0.9 per 4 epochs to train all models. The
maximal number of training epochs is set to 300, while the train-
ing process can be ended beforehand if the validation loss does
not decrease for 50 consecutive epochs. We train each model 15
times for the statistical significance test.

4.1 Effect of Transfer Learning
In handling the small milk frother design dataset, transfer

learning improves model performance prominently for both text
and sketch learning. We first compare the performance of the text
learning models. The maximal and average explanatory power,
i.e., R2 values, achieved by the models are plotted in Fig. 6. The
R2 values indicate that both transformer-based transfer learning
models (Text-USE and Text-BERT) outperform the Text-TFIDF
model that is directly trained without transfer learning for all
metrics. Text-TFIDF hardly captures informative features from
the text data, while Text-USE and Text-BERT using pre-trained
text embeddings are more effective in capturing the semantic fea-
tures for design metric prediction. Since the BERT text embed-
ding module utilizes bidirectional transformers and a deeper ar-
chitecture [15], it can capture more delicate features for predict-
ing most of the design metrics, especially uniqueness. Compar-
ing Text-TFIDF and Text-BERT, we note that transfer learning
increases the R2 values by 0.02-0.18 for text learning.

0.02 0.02 0.03 0.03
0.05

0.07
0.03 0.05

0.02

0.110.09

0.20

0.08 0.08 0.07

Drawing Uniqueness Creativity Elegance Usefulness

Text-TFIDF Text-USE Text-BERT

FIGURE 6. THE PERFORMANCES OF THE TEXT LEARNING
MODELS. THE COLUMNS SHOW THE MAXIMAL R2 VALUES,
WHILE THE MARKERS ON THE COLUMNS INDICATE THE
MEAN R2 VALUES WITH 1 STANDARD ERROR BAR.

Next, we discuss the results for models trained on sketches.
Fig. 7 shows the maximal and average R2 values of the sketch
learning models — Sketch-Alex, Sketch-Inception (I), and
Sketch-Inception (S). The relatively low R2 values of Sketch-
Alex imply that the AlexNet without transfer learning is not ef-
fective in capturing meaningful features for design metric pre-
diction. In comparison, InceptionV3-based models with trans-
fer learning can capture more features informative for the given
task. Moreover, Sketch-Inception (S) achieves higher R2 values
than Sketch-Inception (I) does for all design metrics, indicating
more effective knowledge transfer by the former than by the lat-
ter. This is because that Sketch-Inception (S) is pre-trained on
sketches from the QuickDraw dataset, which are more similar
to the milk frother sketches than the images from the ImageNet
dataset, on which Sketch-Inception (I) is pre-trained. According
to the average R2 values shown in Fig. 7, changing the source
domain of transfer learning from images to sketches (Incep-
tion (S) - Inception (I)) improves the model performances more
prominently than introducing knowledge transfer from images to
our target sketches (Inception (I) - Alex). The differences be-
tween Sketch-Inception (S) and Sketch-Alex indicate that trans-
fer learning increases the R2 values by 0.09-0.24 for sketch learn-
ing.

Additionally, we note that the BERT-based text model is bet-
ter at predicting uniqueness (the highest R2 value across all met-
rics in Fig. 6) than all metrics. This finding may indicate that
written descriptions, often short, may contain semantic features
that describe what makes a design unique. Sketch-based models
(especially, Sketch-Inception (S)) are better at predicting draw-
ing quality (the highest R2 values across all metrics in Fig. 7)
than all other metrics. This observation makes sense, as one
expects that a sketch itself will contain more information about
the drawing quality of the sketch. Unlike drawing quality, the
other metrics may have more dependence on the entire design
concept underlying the multimodal representations. Future work
will analyze the expert evaluation process to better understand
what type of information experts use from each representation
mode to evaluate different metrics. We will also validate these
observations through computational models.

The results indicate the positive transfer of knowledge from
the external datasets to our dataset for both text and sketch learn-
ing. While training the models, we observe three strengths of
transfer learning. First, transfer learning enables the applica-
tions of more complex models to small datasets. In general,
complex models can capture more delicate features but rely on
larger datasets to train, which constrains their applications to
small datasets. For example, it is challenging to train a general-
izable InceptionV3 model with 23,885,392 trainable parameters
using our dataset containing 1,086 sketches from scratch. Ini-
tialized with weights pre-trained on large datasets, the complex
models can start from good conditions and are more likely to
learn meaningful features from small datasets. Second, transfer
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learning improves model performance in handling small datasets.
Pre-trained on large source datasets, the models can effectively
capture generalizable pivot features, which are difficult to learn
from small target datasets. The knowledge transfer from the
source datasets to the target dataset improves model perfor-
mance. Third, transfer learning saves computational costs. Al-
though it often takes a long time to pre-train a complex model
on a large dataset, the pre-trained models can be transferred
to different relevant datasets and for multiple tasks. Compared
to training from scratch, the fine-tuning process is much faster.
Particularly, this study provides a large pre-trained InceptionV3
model for sketch learning tasks to the design and machine learn-
ing communities. The model is accessible from GitHub4.

Moreover, the results also inform the application of transfer
learning. The selections of the model architecture (USE versus
BERT) and the source dataset (ImageNet versus QuickDraw) in-
fluence the effectiveness of knowledge transfer. Besides knowl-
edge transfer across domains, we also explored two other types
of knowledge transfer in this study. This first transfer is from uni-
modal data to multimodal data, which is beneficial in this study.
The second is knowledge transfer across tasks, such as predict-
ing different design metrics. We learn from our pilot experiments
that the multi-task model that predicts all design metrics simulta-
neously is inferior to the models that predict each design metric
separately, indicating a negative transfer between the tasks. A
possible reason is that the evaluation of different metrics relies
on different pivot features, as indicated by the low average cor-
relation coefficient (0.092) between the metrics.

4.2 Effect of Multimodal Learning
The joint learning of the multimodal representations enables

the model to capture more informative features and perform bet-
ter for design metric prediction, compared to unimodal learn-
ing from only sketches or texts. The R2 values of the multi-

4https://github.com/likeshine/sketch-text-multimodal-transfer-learning

modal transfer learning model are prominently higher than that
of the best unimodal text and sketch learning models, as shown
in Fig. 8. The results indicate that the sketches and texts com-
plement each other when they are learned jointly, enabling the
multimodal learning model to capture more informative features
for design metric prediction. Moreover, the comparison be-
tween the best text and sketch models suggests that the sketch
representation is more informative than the text representation
for predicting most design metrics, especially drawing quality,
elegance, and usefulness. Two intuitive reasons explain this.
First, the evaluation of drawing quality and elegance naturally
relies more on visual features than semantic features. Second,
sketches are highly illustrative and can easily transcend language
barriers to communicate complex information, such as interac-
tions between design elements and interactions with the environ-
ment [18], which benefits design metric evaluation. It is worth
noting that the informativeness of sketches and text descriptions
may vary across different design domains or settings. Although
sketches are more expressive than texts in this study, they only
embed visual features. The semantic features embedded in texts
can complement the visual features. By joining them together,
multimodal learning can capture the interactions between the two
types of features, which leads to an increase in R2 values of 0.04-
0.10.
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Furthermore, the R2 values shown in Fig. 8 also inform
the predictability of the design metrics using design descrip-
tions and sketches. Specifically, the drawing quality, unique-
ness, and elegance present higher predictability (R2 values ≥
0.3) than the creativity and usefulness. According to the defini-
tions of these metrics introduced in Section 3, the assessment of
the high-predictability metrics is more straightforward, while as-
sessing creativity and usefulness requires a deeper understanding
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and more abstract logical inference. These results are consistent
across different representation methods. These findings indicate
that ANNs may be less effective in handling abstract tasks that
need a broader understanding of the context, such as predicting
creativity. In addition to design metric prediction, the proposed
multimodal transfer learning model can be generalized to design
evaluation in broader contexts, such as assignment and exam as-
sessment for design courses.

Compared to the results reported in a prior study [59] aim-
ing at the same task, the proposed multimodal transferring learn-
ing model exhibits significantly higher explanatory power for
the variabilities of the design metrics. The prior study [59]
aimed at utilizing the less resource-demanding Shah, Vargas-
Hernandez, and Smith (SVS) [6] features to predict the more
resource-demanding CAT metrics. It required significant human
inputs to review the design ideas for labeling the SVS features.
The authors represented each design idea using a vector that is
the one-hot encoding of the corresponding SVS features and
employed three regression models to predict the CAT metrics.
We compare the R2 values achieved by our multimodal transfer
learning model and the highest R2 values achieved by the three
regression models that use SVS features, as Shown in Table 1.
The results suggest that our model outperforms the SVS-feature
regression models prominently and requires much less human ef-
fort.

TABLE 1. THE COMPARISON IN R2 VALUES BETWEEN THE
MULTIMODEL TRANSFER LEARNING MODEL AND THE BEST
REGRESSION MODELS USING SVS FEATURES

Multimodal Regression Models

Drawing 0.40 0.12

Uniqueness 0.32 0.07

Creativity 0.18 0

Elegance 0.30 0.16

Usefulness 0.22 0.17

The approach of applying transfer learning and multimodal
learning to design ideas represented in multiple modes can be
generalized to fulfil other design tasks. Further studies in other
contexts are needed to test the generalizability of the trained
models weights from the milk frother domain to other design
domains for design metric prediction. However, the model archi-
tectures developed in this study can be adapted to various tasks.

4.3 Challenges in Design Creativity Evaluation through
Sketches and Texts

The magnitude of the R2 values achieved by the proposed
model indicates that there is still plenty of room for improve-
ment. This subsection summarizes the challenges and potential
opportunities in design metric prediction using AI.

Most Design Data Is Noisy and May Lack Information
First, for training deep learning models, sketches and text de-
scriptions for representing design ideas are noisy. Different de-
signers have inconsistent abilities and preferences in expressing
design ideas using sketches and text descriptions. Similar design
ideas can be communicated in distinct styles and with distinct
levels of information details. Moreover, designers often repre-
sent designs in multiple modes, but a certain mode may be miss-
ing from some designs. Comparatively, human raters can handle
these representation inconsistencies and missing information rel-
atively easily; however, they are subject to fatigue. Meanwhile,
it is still challenging for the current AI to distinguish concep-
tual differences from the undesired representation inconsisten-
cies and make up for the missing information. In the future, ef-
forts should be made to build effective human-AI hybrid teams
where humans and AI can learn from and augment each other for
this challenging task.

Most Design Datasets Are Small in Size The second chal-
lenge is the lack of large and high-quality labeled datasets to
train high-performing AI. As neural networks go deep with huge
amounts of trainable weights, it is almost impossible to obtain
high-performing AI models without large, closely related train-
ing datasets. This study has demonstrated the efficacy of transfer
learning in handling small datasets and the superiority of Quick-
Draw as the source domain. However, the QuickDraw dataset,
comprising of simple human-made doodles, is far from an ideal
source domain for transfer learning in this task. Sketches in
QuickDraw are simple and labeled according to their natural cat-
egories. They cannot effectively support model training to cap-
ture complex features (e.g., object functions, behaviors, struc-
tures, and aesthetics), which design metric evaluation and various
other design tasks rely on. Since the complex features of engi-
neering designs have not been studied on a large scale through
machine learning approaches, little effort has been made to con-
struct a large labeled dataset for training high-performing AI.
Therefore, a large labeled design idea dataset will greatly ben-
efit the development of AI models to support engineering design.
Through transfer learning, the constructed dataset can be lever-
aged for a variety of design tasks.

Design Evaluations May Consider Multiple Modes Third,
it is difficult to encode complex design ideas represented in mul-
tiple modes comprehensively into one expressive embedding.
This study makes an attempt to embed design ideas using mul-
timodal models learning from texts and sketches. Further chal-
lenges reside in: (1) including the textual annotations within the
drawing area into the multimodal embedding, (2) adding repre-

9 Copyright © 2022 by ASME



sentations in new modalities, such as 3D models, into the joint
embeddings, and (3) developing advanced information fusion
approaches to align and relate features learned from multiple
modalities. Future studies can focus on the state-of-the-art meth-
ods for image segmentation and annotation, attention-based in-
formation fusion, and multimodal learning for embedding com-
plex design ideas more effectively.

5. CONCLUSION
In this study, we develop and validate a multimodal trans-

fer learning model for predicting design creativity metrics. This
model enables simultaneous learning from design representa-
tions in multiple modes and knowledge transfer from external
datasets to our target dataset. As the building blocks of the multi-
modal model, we construct and compare three text learning mod-
els and three sketch learning models, respectively. By leveraging
the power of AI, this model sheds light on efficient and scalable
design evaluation. We demonstrate the model using a set of milk
frother design ideas represented by text descriptions and sketches
to predict five design metrics: (i) drawing quality, (ii) uniqueness,
(iii) usefulness, (iv) creativity, and (v) elegance.

The results of this study lead to five key findings: (1) The
BERT model outperforms the other models in capturing seman-
tic features from design descriptions for design metric predic-
tion. (2) The Inception model pre-trained on sketches outper-
forms the other models in capturing visual features from design
sketches for design metric prediction. (3) Transferring knowl-
edge from large external datasets to our dataset benefits design
metric prediction. (4) The multimodal model that simultaneously
learns from sketches and texts surpasses the unimodal models
that learn from only sketches or texts for design metric pre-
diction. (5) Drawing quality, uniqueness, and elegance present
higher predictability than creativity and usefulness based on the
model learning from design descriptions and sketches. The pro-
posed multimodal transfer learning model architecture can be
generalized to broader application contexts. We also contribute a
pre-trained Inception model that applies to various sketch-based
tasks to the design and machine learning societies. Additionally,
the challenges and opportunities in developing AI models for de-
sign evaluation are discussed to inform future research.
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Appendix A: Statistical Significance of Performance
Differences

The statistical significance of the differences in explana-
tory power between a pair of models (e.g., model A vs. model
B) is assessed using a metric named Almost Stochastic Order
(ASO) [58], which was proposed specifically for comparing
ANNs and reported superior to common significance metrics,
such as p-value. The ASO values fall in the range [0, 1], and
a value lower than 0.5 means that the former model (i.e., model
A) is stochastically dominant over the latter model (i.e., model
B). The lower the value is, the more confident we are that the
former is better than the latter. In contrast, a value higher than
0.5 means the latter model outperforms the former one. Follow-
ing the convention of p-value, we deem an ASO value lower
than 0.05 or higher than 0.95 indicates a statistical significant
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difference. The ASO values lower than 0.01 or higher than 0.99
are highlighted by **, while the other values lower than 0.05 or
higher than 0.95 are highlighted using *. The pairwise perfor-
mance comparisons between the text models for predicting each
design metric are listed in Table 2. In most cases, the ASO values
are lower than 0.5 and close or equal to 0, indicating that the for-
mer sketch models performed better. Text-USE performs better
in predicting drawing quality and usefulness than Text-BERT.

TABLE 2. STATISTICAL SIGNIFICANCE OF THE DIFFER-
ENCES IN EXPLANATORY POWER BETWEEN THE TEXT
LEARNING MODELS: D-DRAWING, UN-UNIQUENESS, C-
CREATIVITY, E-ELEGANCE, US-USEFULNESS

D UN C E US

BERT vs. USE 1** 0** 0.17 0** 1**

BERT vs. TFIDF 0** 0** 0** 0** 0.37

USE vs. TFIDF 0** 0** 0** 0.01** 0**

Table 3 summarizes the pairwise performance comparisons
between the sketch models in terms of each design metric. In
all cases, we note that the values are lower than 0.5 and close or
equal to 0, indicating that the former sketch models performed
significantly better in most cases.

TABLE 3. THE STATISTICAL SIGNIFICANCE OF THE DIFFER-
ENCES IN EXPLANATORY POWER BETWEEN THE SKETCH
LEARNING MODELS: D-DRAWING, UN-UNIQUENESS, C-
CREATIVITY, E-ELEGANCE, US-USEFULNESS

D UN C E US

Inception (S) vs. Inception (I) 0** 0** 0** 0** 0**

Inception (S) vs. Alex 0** 0** 0** 0** 0**

Inception (I) vs. Alex 0.06 0.15 0** 0** 0.01*

Table 4 shows the comparisons between the unimodal and
multimodal learning models for predicting each design metric.
In all cases, except two, the ASO values are equal to 0, indicat-
ing that the former models performed significantly better. For

predicting uniqueness and creativity, we find no statistical dif-
ference between the sketch-based Inception (S) model and the
text-based BERT model.

TABLE 4. THE STATISTICAL SIGNIFICANCE OF THE DIFFER-
ENCES IN EXPLANATORY POWER BETWEEN THE UNIMODAL
AND MULTIMODAL LEARNING MODELS: D-DRAWING, UN-
UNIQUENESS, C-CREATIVITY, E-ELEGANCE, US-USEFULNESS

D UN C E US

Multimodal vs. Inception (S) 0** 0** 0** 0** 0**

Multimodal vs. BERT 0** 0** 0** 0** 0**

Inception (S) vs. BERT 0** 0.67 0.41 0** 0**
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