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ABSTRACT
Modern machine learning techniques, such as deep neural

networks, are transforming many disciplines ranging from im-
age recognition to language understanding, by uncovering pat-
terns in big data and making accurate predictions. They have also
shown promising results for synthesizing new designs, which is
crucial for creating products and enabling innovation. Genera-
tive models, including generative adversarial networks (GANs),
have proven to be effective for design synthesis with applications
ranging from product design to metamaterial design. These auto-
mated computational design methods can support human design-
ers, who typically create designs by a time-consuming process of
iteratively exploring ideas using experience and heuristics. How-
ever, there are still challenges remaining in automatically synthe-
sizing ‘creative’ designs. GAN models, however, are not capable
of generating unique designs, a key to innovation and a major
gap in AI-based design automation applications. This paper pro-
poses an automated method, named CreativeGAN, for generating
novel designs. It does so by identifying components that make a
design unique and modifying a GAN model such that it becomes
more likely to generate designs with identified unique compo-
nents. The method combines state-of-art novelty detection, seg-
mentation, novelty localization, rewriting, and generative models
for creative design synthesis. Using a dataset of bicycle designs,
we demonstrate that the method can create new bicycle designs
with unique frames and handles, and generalize rare novelties

∗Address all correspondence to this author.

to a broad set of designs. Our automated method requires no
human intervention and demonstrates a way to rethink creative
design synthesis and exploration.

1 INTRODUCTION
In engineering design synthesis creativity and innovation

are among designers’ and engineers’ most important objectives.
Creativity in design has been a major topic of research; such cre-
ativity has been correlated with design and designers’ success
[1]. Design synthesis tools must address this aspect of the design
process.

Creativity is not easily defined, despite many attempts to do
so. Sarkar et al., explore the literature surrounding the topic of
creativity and definitions of creativity and propose their “com-
mon” definition of creativity in design as having “novelty” and
“usefulness” [2]. The synthesis of “useful” designs is often cor-
related to their quality [3], and their “usefulness” is, therefore,
measured based on quality. Engineering design tools are usually
built with quality, hence usefulness, in mind and, therefore, focus
primarily on this aspect of the process but seldom address nov-
elty. In this paper, we focus our efforts on data-driven methods
for design synthesis and propose an approach for guiding exist-
ing generative models to synthesize novel designs.

The conventional engineering design process involves it-
eratively and often manually exploring design alternatives and
ideas. Designers must spend significant time examining numer-
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ous design alternatives until they identify useful solutions. This
involves repeatedly evaluating all options, often using physics-
based simulations, and adapting designs based on their qual-
ity and the design program’s requirements. To overcome this,
the engineering design community has made significant strides
in speeding up or eliminating the conventional iterative design
cycle. Topology [4, 5] and adjoint-based optimization [6] are
examples of this effort commonly used in structural design and
aerodynamic design, respectively. These methods automate the
design synthesis process based on performance requirements, but
they still be time-consuming due to the high computational cost
of evaluations.

To overcome this problem, data-driven methods such as gen-
erative adversarial networks (GANs) [7] and variational auto-
encoders (VAEs) [8], have been employed in many design syn-
thesis problems [9, 10, 11, 12, 13, 14, 15]. GANs and VAEs are
generally capable of learning complex distributions of existing
designs and even considering performance and quality evaluation
when generating new designs [9, 10]. They allow for learning an
underlying low-dimensional latent space that can represent the
existing designs. These data-driven approaches allow designers
to rapidly generate new designs and reduce the complexity of de-
sign space exploration, greatly improving its efficiency. These
methods, however, are lacking any mechanism for promoting
novelty, a typical lack in most design automation tools.

In this paper we focus on using GANs for design synthesis.
One major problem of a typical GAN is mode collapse, which
refers to the phenomena in which the GAN model learns to gen-
erate samples from one or few modes of the design space but
misses many other modes [16]. This typically occurs in more
common modes of the data, meaning the GAN will learn to pro-
duce only the most plausible output, leaving GANs inherently
an inadequate method when it comes to novelty. To amelio-
rate this problem, researchers have proposed methods, such as
reconstruction networks proposed by Srivastava et al., in VEE-
GAN [17] or DPP-based promotion of diversity in generated
samples proposed by Chen et al., in PaDGAN. Although these
methods help with mode collapse, the nature of GANs methods
will always tend towards data used to train them. This “emula-
tive” [18] property of GANs is understood well, and it has been
shown that GANs will rarely produce designs outside the orig-
inal distribution of data [10, 9, 18] In addition to those rare de-
signs, they can also produce designs that interpolate existing data
and fill large gaps in the design space not filled by existing de-
signs [10, 9]. The rarity of such GAN-generated samples means
they are not very useful and will likely be ignored. The current
state of the art in GANs lacks mechanisms for generating novel
samples.

Recent developments in GANs have proven they are use-
ful for generating realistic designs and in fact, can be adapted
to generate high quality (i.e., useful) designs. Novelty, however,
is a significant aspect of creativity. In fact, novelty is often em-

phasized in design creativity [2]. Data-driven methods, such as
GANs, are capable of generating many candidates, but very few
novel designs. If these existing models could be modified to
create novel designs, they would allow for the development of
creative automated design synthesis tools. In this paper we pro-
pose CreativeGAN — an approach to modify GAN models to
synthesize novel designs. Our primary objective is to bridge the
creativity gap in GAN-based design synthesis approaches by pro-
moting novelty in GAN-generated designs. We combine state of
the art StyleGAN2 [19,20,21], which is capable of generating re-
alistic designs with recent developments in rewriting GANs [22]
through automatic detection and localization of novel features in
generated designs. We achieve this by employing a K-nearest
neighbour (KNN) approach to detect novel samples and identi-
fying those features that make them novel. We then use these
novel features to modify trained StyleGAN2 models such that
they would generate samples with the detected novel features.
Doing this with many different unique features will allow de-
signers to guide their data-driven models towards different novel
designs. We demonstrate the results of our approach through two
proof-of-concept examples within bike design application. We
also provide two metrics, to quantify how the novel designs dif-
fer from designs that are common in the training data. Our main
contributions are as follows:

1. We introduce an approach to systematically modify GAN
models to synthesize novel designs in an automated fashion
without the need for human interaction or involvement.

2. Using a bicycle synthesis application, we demonstrate that
our method increases the novelty of designs generated by
GANs, thereby showing the potential for automating cre-
ativity in data-driven design synthesis.

3. We demonstrate that anomaly detection algorithm when ap-
plied at different granularities can identify unique designs
and unique components within each design.

4. We show the efficacy of a deep convolutional neural net-
work (CNN)-based semantic segmentation model to predict
the location of parts of a bicycle for any new design, with an
overall intersection over union (IoU) score of 83.8%.

5. We provide two metrics for measuring novelty in GAN-
generated samples, one using image structural similarity and
the other combining features from a pre-trained neural net-
work with the nearest-neighbor approach.

2 RELATED WORKS
In this section, we provide a brief background on related

topics seminal to this work. In this paper, we combine GANs
and novelty detection methods to guide novelty and creativity in
GANs, we will discuss these topics briefly here. If interested,
readers are encouraged to refer to the sources cited for a more
in-depth coverage of these topics.
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2.1 Generative Adversarial Networks
A generative adversarial network [7] is usually made up of

two models — a generator and a discriminator. The generator
G maps arbitrary noise distribution to the data distribution, the
discriminator D tries to to distinguish between real and generated
data. As D improves its classification ability, G also improves its
ability to generate data that fools D. Based on this GANs have th
following objective:

min
G

max
V

V (D,G) =Ex∼pdata(x)[logD(x)]+

Ex∼pz(z)[log(1−D(G(z)))],
(1)

where pdata refers to the distribution of data and pz refers to the
distribution of noise. In this approach for training, the gener-
ator will learn to relate the noise distribution pz to the design
space distribution of the data pdata. GANs are notoriously dif-
ficult to train and may often be unstable [16], therefore it may
be unreasonable to use this approach for generating realistic de-
signs. Recent developments in this area have improved GANs
significantly and established a new state of the art in the quality
of GAN- generated samples. We use the state-of-the-art GAN
in single class image generation called StyleGAN2 [19, 20, 21],
which is capable of generating realistic and high quality im-
ages. Further, the research in the design community has proven
the efficacy of GAN based automated design synthesis in recent
years [15,14,13], which makes GANs a suitable option for data-
driven automated design synthesis.

2.2 The Creativity Problem In GANs
The objective of GANs (Eq. 1) encourages the generator to

fool the discriminator, while the discriminator learns the distri-
bution of the data. In this way the generator is ultimately learn-
ing to mimic the data, which makes GANs “emulative” [18].
This “emulative” nature has motivated researchers to look into
areas where GANs can be pushed towards creativity. Elgam-
mal et al., investigate this matter in their Creative Adversarial
Network (CAN) [18]. If GANs are pushed too far from the orig-
inal data distribution, their generated samples will lose quality
and meaning. For design synthesis, this would mean loss of use-
fulness in generated designs. Therefore, Elgammal et al.suggest
that the generator in GAN cannot be pushed too far from orig-
inal distribution of data [18]. They, therefore take the ap-
proach of maximizing entropy in the generated samples. Others
have shown that simply promoting diversity in GANs will allow
GANs to fill in data distribution gaps and even deviate slightly
from the original distribution [10, 9]. In this work we take a dif-
ferent approach and promote self creativity in GANs. We do this
by identifying instances when GANs are being creative, however
rare this may be, and guide the generator towards these creative
approaches. In this way, we utilize the GANs’ own instances of

novelty and creativity.

2.3 Detecting Novelty
In this section, we discuss methods to detect and score novel

designs in a dataset. This type of novelty detection is often in-
vestigated as a form of anomaly detection [23]. In this paper
we will also be focusing on this approach as well. In anomaly
detection for image data, recent literature on the subject has
shifted focus significantly more towards data-driven, specifically
machine learning, approaches [23, 24, 25, 26, 27, 28, 29]. Ma-
chine learning based approaches have been proven effective in
detecting anomaly/novelty in images, with some researchers us-
ing generative adversarial networks to detect novelty by project-
ing images to the latent space of GANs and measuring the dif-
ference between GAN reconstructed images and the actual im-
ages [27, 28, 29]. Others have introduced similar approaches in
variational auto-encoders (VAEs), where instead of reconstruct-
ing images using GANs they do so using VAEs [30]. Others
use classifiers and non-generative models to detect novelty ef-
fectively by using intermediate features of classifiers or training
classifiers to identify novel samples [23, 24]. In this paper we
are also interested in understanding what features make images
novel. In this paper we use an approach which requires no train-
ing and utilizes intermediate features of pre-trained classifiers to
detect novelty and localize novel features called, ‘Semantic Pyra-
mid Anomaly Detection (SPADE)’ [24].

3 BACKGROUND
Here we will discuss the details of some of the approaches

in literature that we have implemented in our methodology. We
use the SPADE [24] approach for detecting and localizing nov-
elty in designs and use the rewriting GANs method proposed by
Bau et al., to guide GANs towards novel features [22]. We briefly
discuss some of the details of these approaches in this section,
however readers are encouraged to refer to the original sources
for a more in-depth understanding of these topics.

3.1 Rewriting GANs
GANs trained on existing designs are capable of learning the

physical and semantic rules in the datasets. Once the training has
been completed, however, a mechanism is needed to alter these
rules to synthesize designs which are novel. This was made pos-
sible recently thanks to the approach introduced by Bau et al.,
called rewriting GANs [22]. In their approach, the authors pro-
pose a generalizable method for editing GANs based on exam-
ples of desired changes. In the case of images, these changes
may be made by adding a new feature to existing images. For
such a change to be possible, the generator G must be altered to
incorporate this desirable behavior. The naive way of doing this
would be to retrain the model using edited images. This would
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present two challenges: all images with features we desire to al-
ter must be manually edited, and training large GAN models can
be inefficient. Bau et al., address these challenges.

Given a trained generator G(z;θ0) with weights θ0, samples
designs xi = G(zi;θ0), can be synthesized based on a latent code
zi. At this point we would have desired changes that we want
to enforce in the generator. Imagine we have manually edited
some generated design to include desired changes x∗i. We would
update the generator weights θ1 to produce our desired changes
examples x∗i ≈ G(zi;θ1). An appropriate editing would not in-
terfere with other rules and behaviours in the generator. This can
be done using the following objective [22]:

θ1 = argmin
θ

Lsmooth (θ)+λLconstraint (θ), (2)

Lsmooth (θ), Ez [`(G(z;θ0) ,G(z;θ))] , (3)

Lconstraint (θ), ∑
i
`(x∗i,G(zi;θ)) , (4)

In the above equation, `(·) is a distance metric measuring the per-
ceptual distance between the two sets of images and λ is parame-
ter determining the relative weight between the two loss terms. If
we were to apply the optimization described in Eq. 2, we would
effectively retrain the model. As θ has a large number of param-
eters, if the number of examples were to be small, the generator
will quickly over-fit and may not generalize. To overcome the
overfitting issue and simultaneously reduce the computational
cost of this optimization, Bau et al.propose that the changes in
the generator be limited to only one layer. This decreases the
computational cost and allows for a generalizable change in the
generator [22]. This, however, is still not sufficient and the num-
ber of parameters in one layer can be numerous. To overcome
this, Bau et al.constrain the degrees of freedom during optimiza-
tion by limiting changes in the weights to specific directions at
every step [22] (or what they call ‘rank’). In this paper we will
take a similar approach: basing our editing on novel samples
generated by generator and transferring novel features from these
samples to other generated samples. Using the approach devel-
oped by Bau et al.. Our work differs in two main ways from
[22]. First, in contrast to the manual approach used in [22], we
identify the base image and the feature which needs to be copied
in a completely automated way using a combination of novelty
detection, novelty localization, and segmentation analysis. Sec-
ond, our approach focuses on rewriting for novel designs and
attributes. Third, our focus is Engineering Design applications,
while [22] focused on computer vision applications.

3.2 Identifying and Localizing Novelty
In this paper we intend to modify GAN models to generate

novel designs using the rewriting approach. This requires us to

identify novel samples and identify the features in any novel de-
sign that make that design novel. For this purpose we use the Se-
mantic Pyramid Anomaly Detection (SPADE) method developed
by Cohen et al. [24]. SPADE is a method based around the K
nearest neighbours (KNN) method, and KNN-based approaches
have been shown to be highly effective in novelty/anomaly de-
tection [31]. SPADE is more than applying KNN to images. Co-
hen et al., proposed using the global average by pooling the fea-
tures of the last layer of a ResNet [32] classifier pre-trained on
the ImageNet dataset. Bergman et al., showed that pre-trained
ImageNet features outperform the features learned from self-
supervised method [33]. This means that the classifier is not
trained for the dataset; instead the pre-trained weights of the
ResNet model, are used. To detect image-level novelty (i.e., de-
termine how novel any generated sample is overall) in SPADE
the features from the ResNet fi for all of the existing designs (i.e.,
dataset) xi are extracted at the beginning, then during the infer-
ence stage, the ResNet features fy of any given sample y is ex-
tracted. The novelty score of every image is defined as the mean
of the distances between the sample’s features fy and the features
of the K nearest existing design samples’ Nk( fy):

d(y) =
1
K ∑

f∈NK( fy)

∥∥ f − fy
∥∥2 (5)

From here the novelty score d(y) of any given sample y can
be determined; the higher this value the more novel the sample
is expected to be.

Cohen et al.propose an approach to find the location of the
features within an image that make it novel. To do this we again
use KNN-based approach, but this time the novelty score is com-
puted for any given pixel in an image rather then the overall im-
age features. For this an approach similar to the computation of
overall novelty score will be taken, however, this time the fea-
tures of multiple layers (i.e., intermediate features) will be cap-
tured for the K nearest samples in the dataset and mapped to the
corresponding pixels. Then the novelty score for each pixel loca-
tion p in a novel sample y will be determined based on the mean
of the distances between that pixel’s features and the κ nearest
pixels in the same location amongst the K nearest samples to
y (i.e., Nk( fy)):

d(y, p) =
1
κ

∑
f∈Nκ (F(y,p))

‖ f −F(y, p)‖2 (6)

where κ ≤ K and F(y, p) represent the feature extractor for sam-
ple y at pixel location p. Thus, a map of novelty scores can be
determined for any image with a high overall novelty score, and,
from these values the locations of novel features can be deter-
mined by setting a threshold τ on the novelty scores of pixels
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FIGURE 1: Overview of the proposed method used to edit the generator to to generate more novel features.

and taking pixel locations with a score higher than the thresh-
old. These locations will form an overall map of novelty in any
image, which will determine which of its features are novel.

4 METHODOLOGY
In this paper, we show how the approaches described in

the previous section can be combined as an automated approach
for promoting novelty in GAN-generated designs. We call our
method CreativeGAN. CreativeGAN identifies novel designs and
the attributes that make a design novel (novel attributes) by com-
bining novelty detection, novelty localization and segmentation
algorithms. CreativeGAN then edits a pre-trained GAN to gen-
erate samples, which are more likely to exhibit the novel design
attributes. CreativeGAN does not just copy and paste novel de-
sign features to new designs, instead it integrates those features
with other design attributes in the new design. Fig. 1 illustrates
the overall architecture of CreativeGAN. We showcase our ap-
proach through an example of bike design, where we train a GAN
to generate images of bikes and guide the generator to produce
bikes with more novelty.

4.1 Generating Realistic and Useful Designs
In any GAN-based approach, generated designs should be

realistic and useful. We train the state of the art GAN architec-
ture, StyleGAN2 [20], which addresses many of these issues, on
our dataset of bike designs with each image having 512 pixel x

512 pixel resolution.

Data augmentation: StyleGAN2, like many other GAN mod-
els, often requires a large dataset of images to generate realis-
tic images [19]. Because our datasets were of limited size, we
augmented the size before training StyleGAN2. For augmen-
tation, we employed the adaptive discriminator augmentation
(ADA) method proposed by Karras et al. [19]. In ADA, Kar-
ras et al.propose 6 different differentiable operations that can be
done on images to augment the data. Further, they apply these
augmentations stochastically with probabilities lower than 1.0, to
give non-augmented images dominance so that the transforma-
tions do not leak into the generator [19]. They show that apply-
ing this improves the quality of samples generated by stylegan2
when the size of the dataset is small, as is the case here. In the in-
terest of space, we do not discuss the augmentation methods any
further as it is not central to our key methodology. To increase the
quality of our generated samples, we augment the training data
by using images of bike parts (details described in section 5.1).
The augmentation leads to 27,406 total images in the training
dataset. We also find that providing images of bike parts as train-
ing data in the early stages of training StyleGAN2 leads to further
improvement in the quality of generated bikes. After training the
model with the bike part augmentation, we fine-tune the model
with only full bike images to prevent the GAN model from gen-
erating partial bikes. Another reason for doing this is to achieve
better disentanglement in the StyleGAN2 generator. The sepa-
ration of the underlying aspects of the design generation, in this
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case bike parts, in the generator is often referred to as disentan-
glement, which is important for successful editing of GANs [22].
The reason for this is that when editing GANs, if the feature be-
ing changed is not disentangled from other features, a change
in that feature will cause unwanted and undesirable changes in
other features of the images.

4.2 Detecting and Localizing Novelty in Generated
Designs

StyleGAN2 generates realistic designs, but some will be
more novel. In this section, we discuss how to identify these
novel designs and further localize the design attribute in those
generated designs that contribute most in making them unique.
Fig. 2 shows the overall method for detecting and localizing
novel designs and their attributes. The process can be divided
into three stages: (1) feature extraction from the dataset images
and a test image, (2) Measuring overall novelty of designs using
K-nearest neighbors, and (3) identifying feature map contribut-
ing to novelty. We explain the steps below.

Feature extraction for novelty detection: For this purpose,
we use the SPADE method described in the prior sections. The
first step of detecting novelty using SPADE is to identify which
samples exhibit the highest overall novelty. The SPADE method
relies on features extracted from deep CNN models rather than
the images themselves. In our implementation of SPADE we use
the Wide Residual Networks50 (WideResNet50) [34] architec-
ture pre-trained on the ImageNet dataset.

To identify and localize novelty in generated designs, we
first compute and store the intermediate features of the pre-
trained WideResNET50 model as well as the globally averaged
features of the final layer of the pre-trained WideResNET50
model. To identify the image-level novelty for any given gen-
erated design, we use the globally averaged features of the
WideResNET50 model for the samples that are being analyzed.

Measuring overall novelty using K-nearest neighbors:
Next, we compute the novelty score for the generated sample
using the globally averaged features of the generated sample and
the globally averaged features of the 50 nearest neighbors of the
generated sample in the dataset as described by Eq. 5. The resul-
tant score is used as a novelty scores of any generated design.

Identifying feature map contributing to novelty: After scor-
ing a set of generated designs on overall novelty and identifying
the most novel designs, the next step is to find the features within
novel designs that contribute the most to the overall novelty of
these designs. To do this, we use a KNN based approach sim-
ilar to Eq. 5. However, instead of measuring novelty scores for
each design, we estimate the novelty of each pixel in each design,
and instead of using the globally averaged features, we use the

intermediate features of the pre-trained WideResNET50 model.
Using these pixel-wise features and the pixel-wise features of the
50 nearest overall neighbors found in the process of determining
the overall novelty score described above, we compute the nov-
elty score for each pixel based on Eq. 6. Then we classify each
pixel as belonging to a novel feature if its novelty score exceeds a
given threshold. This helps identify a novelty map, highlighting
regions within a novel design which are most unique compared
to other designs. The rightmost image in Fig 2 show the novelty
feature maps, which help in identifying the area within a design,
which is most unique.

4.3 Editing a GAN to Generate Novel Designs
The original generative model may occasionally create a

unique design. However, by identifying what makes the design
unique, we can modify the generative model itself to generate
many unique designs with similar features. Our goal is to create
an approach that can take novel features synthesized by a gen-
erative model and rewrite the generalized rules established by
the generator towards synthesizing more samples with the novel
feature identified. To do this we use the GAN rewriting approach
introduced by Bau et al. [22]. Bau et al.proposed a way to rewrite
a GAN model based on a manually identified base image, context
images and a mask which needs to be edited. In this paper, we
aim to build an automated design synthesis model which can give
designers numerous novel design candidates without any insight
or effort needed from the designer. As a person cannot practically
sift through thousands of designs to identify novel designs and
attributes, selecting novel features and applying them to other
generated samples manually.

The GAN rewriting method relies primarily on three inputs:
1. a feature that is desired to be emphasized in the generator rules,
and 2. a primary example of where the desired feature can be
transferred to in another generated design, which does not have
the desired novel feature. 3. a secondary set of contextual exam-
ples which can help guide the generator to apply the desired fea-
tures in a contextually appropriate manner. The contextual and
primary examples give context to the model about the real world.
By seeing a few examples, the model learns in what context a fea-
ture is generally placed in an image. For example, a few context
images for a bike handle will allow the model to learn that a bike
handle generally appears in the front of a bike and does not hang
from the back. Without these contextual examples, there would
be no practical way to modify the generator without causing it to
generate unrealistic or meaningless samples.

Automated identification of context: To make rewriting pos-
sible in an automated fashion for this application, we introduce
an approach to not just identify the novel features but also con-
textually determine where said features could be applied in other
common (i.e., not novel) designs. We do this by identifying
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FIGURE 2: Overview of novelty detection algorithm used to select samples with novel features.

which part of a design (of the 7 parts of any given bike) has the
most overlap with the novelty feature identified earlier. When
applying the rewriting method, we also observed that the gen-
erated designs were more realistic when the transfer of features
happened from the entirety of parts rather than only a partial seg-
ment of parts, which confirmed our intuition.

Predicting design parts: A challenge in using parts of a de-
sign generated by a GAN for rewriting is that we do not have
labels of different parts within an assembly. Hence, we first use a
machine learning model to predict the parts of a generated bike.
We train a segmentation model (with a U-Net Architecture [35])
on the bike part data we obtained from the original bike dataset
as described earlier (Fig. 4). This model allows us to identify
bike parts in generated samples where the segmentation infor-
mation is not available. At this point to identify the novel part
of the bike rather than the localized novel feature, we combine
the novelty feature and the segmentation masks of different parts
to determine which part of the bike, the novel feature belongs to.
To do this we compute the intersection over union (IoU) of each
part of the bike and the novelty map and choose the part of the
bike with the highest IoU as the novel part of that bike.

Identifying rewriting context: Our next step is to identify
the contextual examples where the novel feature belongs. One
straightforward way to identify context is to leverage the trained
segmentation model. For any new image, identify the same seg-
ment as the novel segment identified previously. Many contex-
tual examples can be obtained in this way, by simply segmenting
any non-novel bikes (i.e., context samples) and picking the lo-
cation of the part in the context samples corresponding to the
novel part of the novel sample. As our goal is to transform non-
novel bike designs into novel bike designs, we randomly select
5 of generated samples, hence likely common designs generated
by the GAN, as the target context for rewriting. This allows the

rewriting to make changes across different generated samples,
which increases the probability of the novel features appearing
in randomly generated samples. In the end, we apply rewriting
using the novel feature and target context described above. Our
overall approach is summarized in Fig. 1.

5 EXPERIMENTAL SETTINGS
In this section we describe the experimental approach taken

to demonstrate the effectiveness of CreativeGAN for an exam-
ple of novel bike design. Furthermore, we describe some of the
implementation details and specifics of the methods applied in
CreativeGAN.

5.1 Bike Dataset

FIGURE 3: Samples of the bike dataset.

In this paper we use a dataset of bikes, named BIKED, in-
troduced by Regenwetter et al., which includes 4,775 bikes [36]
created by people on a bike design platform. The data are avail-
able in BikeCAD, CSV and image file formats. Fig. 3 shows a
few sample images from the dataset. We use bike assembly and
part images in our approach. The bike assembly images are used
to train generative models, while we use the part images for train-
ing a segmentation model. To obtain images of each part of the
bike separately, we edit the CAD files to include only one part
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of one bike at a time. Each bike is divided in seven main parts,
which are frame, saddle, wheel, handle, bottle, rack, and crank.
These bike part images are used to augment the data during train-
ing a GAN model to improve the quality of the generated sam-
ples. We also use these images to train a machine learning model
to identify each part for a new bike by learning semantic segmen-
tation information. A sample of the bike segmentation is shown
in Fig. 4. We then use segmentation information to train a deep
convolutional neural network (CNN)-based semantic segmenta-
tion model based on the U-Net architecture [35]. After training
our implementation of U-Net achieves an overall IoU score of
0.838, which indicates that the masks cover 83.8% of the parts
of the bike correctly. To avoid problems caused by the 16.2% re-
maining error we dilate the masks for rewriting the GAN, which
we describe in the following section.

FIGURE 4: Examples of the segmented bike images. Each color repre-
sent one part of the bike.

5.2 Implementation Details
In our experiments, we use the novelty detection method

to compute the anomaly scores of 1,000 generated samples and
identify the top novel bikes. We use gray-scale images in the
anomaly detection as we are more interested in the structure of
the novel bikes than their color since we based our rewriting ap-
proach on bike parts. We select the 20 bikes with the highest
novelty score (Fig. 6) and determine the novel part of the bikes
using the segmentation and novelty detection method described
in the previous section. After this, we apply our rewriting method
using the novel part of the bike as the input feature desired to be
transferred to other samples. It is important to mention that to en-
sure complete coverage of the bike parts in our masks for rewrit-
ing, we dilate the masks using a dilation kernel size of 16px by
16px (examples of these masks are illustrated in the leftmost im-
ages of Fig. 7 and Fig. 8). For the rewriting method, we found
rewriting layer 6 to be the best qualitatively for rewriting the
frame and layer 8 for rewriting the handle. In the optimization
for rewriting, we use a learning rate of 0.05 optimize the model
for 2000 steps and use a rank [22] of 15 to edit the models.

5.3 Evaluation Metrics
To quantitatively measure if the editing applied by our

method has guided the generator to synthesize novel designs,
we employ the SPADE anomaly detection method to establish
a metric to validate that the changes have resulted in novelty in
the generated samples. To measure the novelty of a generator, we

compute the average novelty score of 10,000 samples randomly
generated by any edited generator. Beyond this we introduce a
different metric to further validate our quantitative results. This
time we use the images themselves rather than machine-learning
based features. We measure novelty using the structural simi-
larity index measure (SSIM). To do this we measure the SSIM
distance of every generated sample with all of the images in the
dataset and use the the top 50 nearest neighbours as the measure
for novelty.

SSIM distance =
1−SSIM

2
(7)

In this metric the higher the SSIM distance the more novel a
model is.

6 RESULTS AND DISCUSSION
We use the CreativeGAN method described above to guide

the StyleGAN2 generator to generate novel designs. We show-
case CreativeGAN through experiments on guiding novelty by
editing the generator based on the novel frames and handles
found in the top 20 most novel samples generated by the genera-
tor. Figure 7 and 8 demonstrate some of the experimental results
showing how CreativeGAN changes the behavior of the original
GAN.

6.1 StyleGAN2 Results
Figure 5 demonstrates 8 randomly generated bikes by our

model. Note that the GAN model can generate realistic-looking
bikes, with consistency in color schemes within each model. It
also does a good job at generating small parts, as seen by the
presence of bottles and cranks. It also preserves symmetry in
generated samples (the front and back wheels are of similar size).
Overall, the bike synthesis results demonstrate that GAN models
give good results in generating functional designs with multiple
parts.

FIGURE 5: Randomly generated samples of StyleGAN2 trained on
bike images with our augmentation method.

6.2 Novelty Detection In Bikes
To illustrate the efficacy of the novelty detection method em-

ployed in CreativeGAN we demonstrate the most novel designs
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FIGURE 6: Left: The top 20 most novel bikes in the BIKED dataset based on their novelty scores using our novelty detection approach. Right: The
top 20 most novel bikes amongst 1,000 randomly generated samples based on their novelty scores using our novelty detection approach.

from the training data as well as the designs synthesized by the
GAN model. We first apply the novelty detection to the original
bike dataset to identify unique designs in it. Fig. 6-Left depicts
the top 20 most novel designs within the dataset ranked based
on their novelty score. One can notice that the metric success-
fully identifies uncommon designs with unique frames, wheels
or overall structure. Furthermore, we apply the same novelty
scoring approach to 1,000 randomly generated designs by our
GAN model and depict the top 20 most novel amongst them in
Fig. 6-Right. It can be seen visually that the bikes ranked most
novel in both often differ significantly in their design compared
to the common samples seen in the dataset (Fig. 3), which con-
tains 40% road bikes.

6.3 Introducing Novelty in Bikes
In the experiments involving the novel bike frames (Fig. 7)

we observe that CreativeGAN is able to incorporate the structure
of the novel features effectively in bikes. Of particular interest is
CreativeGAN’s ability to adapt unique frames from novel sam-
ples to common bikes with different saddles and handles. This
is shown even if the saddle and handle have different locations,
meaning the bikes have fundamentally different designs, Cre-
ativeGAN produces novel designs that do not change the funda-
mentals, but rather introduce the elements of novelty into those
designs. This is significant from a design prospective as it shows
that CreativeGAN does not simply replicate the novel design,
but learns to generalize the novel elements. The results of in-
troducing novel handles into the generator leads to realistic bike
images as shown in Fig. 8. Introducing new handles seems to
have worked as intended with little or no change to other parts
of the bike design. This is expected, as bike handles have fewer
connections to the rest of the bike design and do not effect other
parts in any major way. The bikes produced by CreativeGAN

in these examples do not exhibit distortions in other parts of the
bike, indicating that the handles are disentangled from other parts
of the bike in the generator. Further, We measure the average
novelty score using the SPADE as well as the SSIM score for
images generated by the GAN before and after applying Cre-
ativeGAN. The results of this are shown in Fig. 9. As evident
across both metrics, CreativeGAN increases the novelty of sam-
ples notably, proving that CreativeGAN is able to modify GANs
to generate novel designs. One exception here is in the SSIM
distance of the handle example 2, which shows a decrease in
the top 50 SSIM. As the SPADE novelty in this example is high
in comparison to the unedited model, it is still possible that the
overall novelty increased in this example as well, however, the
lower SSIM distance does point to the possibility that the spe-
cific handle in example 2 may not be as novel as the SPADE
method has detected it to be. Regardless, the visual inspection
of novel designs and the agreement between SSIM and SPADE
in six out of seven examples indicate that the SPADE novelty
detection method is effective as an overall method of detecting
novel samples. Furthermore, since the SPADE novelty metric is
computed for 10,000 randomly generated samples compared to
the 100 samples in SSIM (given SSIM is computationally expen-
sive), it demonstrate the overall novelty of the model better. The
increase in this novelty metric demonstrates that CreativeGAN
can enable a GAN to generate novel designs in a generalizable
way, which effects the overall behaviour of the model.

6.4 Limitations And Future Works
CreativeGAN provides a new way to synthesize designs with

unique components. However, we are still exploring the tip of
the iceberg. It is important to discuss the limitations of Creative-
GAN and the challenges that must be addressed for creative de-
sign generation. One issue that we observe is that when novel
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FIGURE 7: Rewriting result on novel frame. The leftmost column shows the novel frames and the dilated segmentation mask used for rewriting. The
right three columns each including pairs of images showing the transition of samples before and after CreativeGAN.
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FIGURE 8: Rewriting result on novel handles. The leftmost column shows the novel handle and the dilated segmentation mask used for rewriting. The
right three columns each including pairs of images showing the transition of samples before and after CreativeGAN.

frames are drastically different, CreativeGAN fails to produce
realistic designs. This issue is particularly notable in the bottom
row (Example 4) of the results presented in Fig. 7, where a novel
bike with a frame structure that is drastically disproportionate
compared to the common bikes is identified for GAN editing,
which leads to some generated samples having distorted frames
or missing saddles. Another important observation is the fact
that the wheels are often observed to be distorted slightly when
CreativeGAN is trained on novel frames, the reason behind this
is likely the fact that when generating designs the generator does
not disentangle the frame from the wheels which has to lead to

some distortion in the wheels when changes have been applied to
the frames. This is a significant limitation of CreativeGAN and
great effort must be made to ensure proper disentanglement be-
tween different parts of any design in the generator. In the future,
we intend to develop approaches to improve the results of Cre-
ativeGAN and reduce the number of distortions and unwanted
changes.

An important aspect of creativity is ‘usefulness’ which we
did not include in our modeling. Currently, CreativeGAN relies
on the generator learning to produce useful designs based on the
training dataset. However, there is no rule restricting the GAN
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FIGURE 9: Generator novelty scores in each experiment and the base-
line unedited novelty of the StyleGAN2 generator.

to not produce useful designs. In our model, we do not have
a mechanism to promote the performance of bikes. In the future
we intent to introduce mechanisms to promote generation of high
performance bikes in the GAN. We also plan to introduce similar
objectives to the constraint loss term in Eq. 2 to ensure editing is
being done with performance and usefulness in mind, to improve
creativity of components and entire design.

Finally, the novelty detection implemented here is not spe-
cialized for bikes and is a generalized method, which involves
pre-trained models trained on ImageNET. We expect new in-
sights if the novelty detection and localization were to be tailored
specifically to any given application. In the future we intend to
explore methods of novelty detection that are specifically tailored
to CreativeGAN and GAN editing based on novelty and verify
their efficacy using expert judgments. Furthermore, we intend to
explore new design synthesis methods, which take into account
multiple aspects of creativity such as novelty, usefulness, perfor-
mance, cost, etc..

6.5 Broader Impacts of CreativeGAN In Design
In this paper, we introduced a novel generalizable frame-

work for promoting creativity in GANs. Automating creativity
in design is a topic that is less explored in data-driven automated
design synthesis. Due to a lack of common agreement on the
definition of creativity, it is also less explored in the machine
learning community working on generative models. Creativity
in design is difficult to model and study and presents a limitation
of real-world design applications of machine learning and data-
driven design synthesis. Enabling machines to be creative has
been a goal of artificial intelligence (AI)-based automated de-
sign synthesis. At this point, most applications of AI and partic-
ularly machine learning in design focus primarily on mimicking
existing designs or emulating designs that already exist in dif-
ferent ways. This although extremely valuable for design space
exploration within the known realms of any field of design, pro-

vides no avenue for design space exploration beyond the existing
known boundaries of the design space, and pioneering new de-
signs that are truly creative and transformative. In this paper, we
explorer an early proof of concept in automating creative design
synthesis, showing that design space exploration in a truly cre-
ative and automated fashion may be possible using AI. Finally, it
is important to note that the approaches introduced here are gen-
eralizable to many different fields of design, and can broadly be
applied as a framework for promoting novelty in design synthe-
sis using data-driven methods involving GANs. In this paper we
specifically demonstrated our methods in a bike design example,
however, the same approaches can be applied in other domains
of design. Therefore, our contributions in this paper provide a
stepping stone for other researchers to employ similar methodol-
ogy to explore creativity in their own domains using GAN-based
design synthesis.

7 CONCLUSION

In this paper, we introduce a novel approach, “Creative-
GAN”, for promoting creativity in GANs. We do this by com-
bining principles of novelty detection using machine learning
and modifying a pre-trained GAN, called ‘rewriting GANs’. By
combining these two aspects we automate the process of guid-
ing creativity in GANs without the need for human interven-
tion, which combined with the automatic design synthesis of
GANs automates the creativity process. We demonstrated that
our method is capable of producing novel designs by detect-
ing unique features within GAN-generated designs and apply-
ing these features in other bike designs to generate a large set
of novel designs which incorporate the unique features discov-
ered. In doing this the GAN generalizes these novelties into
the design process and generates designs that are more novel.
We verified the novelty of CreativeGAN generated designs both
visually and through quantitative metrics and demonstrated that
the approaches employed in this paper result in better novelty in
generated samples. We discovered that CreativeGAN was able
to adapt novel features in rare and novel bikes into more com-
mon bike designs without changing the overall structure of the
common bikes, hence generating designs that integrate novelty
in common designs to create previously undiscovered designs.
This paper provides a pathway for machine learning in design
to think beyond interpolating existing designs to automate cre-
ative design synthesis and exploration. We show the potential
for GAN-based approaches in going beyond design space ex-
ploration within the known boundaries of the design space and
into pioneering transformative designs outside the known design
space boundaries without human supervision.

11 Copyright © 2021 by ASME



ACKNOWLEDGMENT
The authors acknowledge the MIT SuperCloud and Lincoln

Laboratory Supercomputing Center for providing HPC resources
that have contributed to the research results reported within this
paper.

REFERENCES
[1] Jagtap, S., 2019. “Design creativity: refined method for

novelty assessment”. International Journal of Design Cre-
ativity and Innovation, 7(1-2), pp. 99–115.

[2] Sarkar, P., and Chakrabarti, A., 2011. “Assessing design
creativity”. Design Studies, 32(4), pp. 348–383.

[3] Shah, J. J., Smith, S. M., and Vargas-Hernandez, N., 2003.
“Metrics for measuring ideation effectiveness”. Design
Studies, 24(2), pp. 111–134.

[4] Duysinx, P., and Bendsøe, M. P., 1998. “Topology op-
timization of continuum structures with local stress con-
straints”. International journal for numerical methods in
engineering, 43(8), pp. 1453–1478.

[5] Bendsoe, M. P., and Sigmund, O., 2013. Topology opti-
mization: theory, methods, and applications. Springer Sci-
ence & Business Media.

[6] Anderson, W. K., and Venkatakrishnan, V., 1999. “Aero-
dynamic design optimization on unstructured grids with
a continuous adjoint formulation”. Computers & Fluids,
28(4-5), pp. 443–480.

[7] Goodfellow, I., Pouget-Abadie, J., Mirza, M., Xu, B.,
Warde-Farley, D., Ozair, S., Courville, A., and Bengio, Y.,
2020. “Generative adversarial networks”. Commun. ACM,
63(11), Oct., p. 139–144.

[8] Kingma, D. P., and Welling, M., 2014. Auto-encoding vari-
ational bayes.

[9] Chen, W., and Ahmed, F., 2020. “Padgan: Learning to gen-
erate high-quality novel designs”. Journal of Mechanical
Design, 143(3).

[10] Chen, W., and Ahmed, F., 2020. Mo-padgan: Reparame-
terizing engineering designs for augmented multi-objective
optimization.

[11] Yilmaz, E., and German, B., 2020. “Conditional generative
adversarial network framework for airfoil inverse design”.
In AIAA AVIATION 2020 forum.

[12] Achour, G., Sung, W. J., Pinon-Fischer, O. J., and Mavris,
D. N., 2020. “Development of a conditional generative ad-
versarial network for airfoil shape optimization”. In AIAA
Scitech 2020 Forum, p. 2261.

[13] Oh, S., Jung, Y., Kim, S., Lee, I., and Kang, N., 2019.
“Deep generative design: Integration of topology optimiza-
tion and generative models”. Journal of Mechanical De-
sign, 141(11), Sep.

[14] Jang, S., Yoo, S., and Kang, N., 2021. Generative design by

reinforcement learning: Enhancing the diversity of topol-
ogy optimization designs.

[15] Yoo, S., Lee, S., Kim, S., Hwang, K. H., Park, J. H., and
Kang, N., 2021. Integrating deep learning into cad/cae sys-
tem: Generative design and evaluation of 3d conceptual
wheel.

[16] Salimans, T., Goodfellow, I., Zaremba, W., Cheung, V.,
Radford, A., Chen, X., and Chen, X., 2016. “Improved
techniques for training gans”. In Advances in Neural
Information Processing Systems, D. Lee, M. Sugiyama,
U. Luxburg, I. Guyon, and R. Garnett, eds., Vol. 29, Curran
Associates, Inc., pp. 2234–2242.

[17] Srivastava, A., Valkov, L., Russell, C., Gutmann, M. U.,
and Sutton, C., 2017. “Veegan: Reducing mode collapse
in gans using implicit variational learning”. In Advances in
Neural Information Processing Systems, I. Guyon, U. V.
Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vish-
wanathan, and R. Garnett, eds., Vol. 30, Curran Associates,
Inc., pp. 3308–3318.

[18] Elgammal, A., Liu, B., Elhoseiny, M., and Mazzone, M.,
2017. Can: Creative adversarial networks, generating ”art”
by learning about styles and deviating from style norms.

[19] Karras, T., Aittala, M., Hellsten, J., Laine, S., Lehtinen,
J., and Aila, T., 2020. Training generative adversarial net-
works with limited data.

[20] Karras, T., Laine, S., Aittala, M., Hellsten, J., Lehtinen, J.,
and Aila, T., 2020. Analyzing and improving the image
quality of stylegan.

[21] Karras, T., Laine, S., and Aila, T., 2019. A style-based
generator architecture for generative adversarial networks.

[22] Bau, D., Liu, S., Wang, T., Zhu, J.-Y., and Torralba, A.,
2020. “Rewriting a deep generative model”. In Proceedings
of the European Conference on Computer Vision (ECCV).

[23] Sabokrou, M., Khalooei, M., Fathy, M., and Adeli, E.,
2018. Adversarially learned one-class classifier for novelty
detection.

[24] Cohen, N., and Hoshen, Y., 2021. Sub-image anomaly de-
tection with deep pyramid correspondences.

[25] Zhou, C., and Paffenroth, R. C., 2017. “Anomaly detec-
tion with robust deep autoencoders”. In Proceedings of the
23rd ACM SIGKDD International Conference on Knowl-
edge Discovery and Data Mining, KDD ’17, Association
for Computing Machinery, p. 665–674.
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